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Передмова
Предметом вивчення навчальної дисципліни є теорія і практика машинного перекладу, програмне забезпечення для виконання комп’ютерного перекладу текстів.

Міждисциплінарні зв’язки: мовознавство, прикладна лінгвістика, теорія і практика перекладу, граматика, лексикологія, історія, інформатика.

Метою викладання навчальної дисципліни “Практична лексикографія та компютерний переклад” є ознайомити майбутніх перекладачів з основними сучасними методами машинного перекладу, сформувати практичні навички та вміння, необхідні в їхній майбутній діяльності, надати практичні поради щодо оптимізації процесу письмового перекладу з допомогою електронних словників, автоматизованих систем, комп’ютерного програмного забезпечення.
Основними завданнями вивчення дисципліни є

· ознайомити студентів з діючими системами машинного перекладу, принципами їх роботи, створення та оптимізації роботи системи машинного перекладу, лінгвістичними проблемами при реалізації машинного перекладу та способами їх подолання;
· навчити студентів методики перекладу текстів, послідовності дій, необхідних для кваліфікованого виконання письмового перекладу, здатності використовувати спеціальне програмне забезпечення для виконання якісного перекладу та оформлення документу.
По закінченню курсу студенти повинні:
· знати основні принципи роботи з системами машинного перекладу, програмне забезпечення, необхідне для виконання повного циклу робіт, сучасні тенденціях в сфері машинного перекладу, стан теорії та практики машинного перекладу;
· вміти користуватися програмним забезпеченням, необхідним для виконання повного циклу робіт, вміти проводити перед та після перекладацький аналіз тексту та виконувати його редагування, зберігати структуру перекладеного документу.

Опис навчальної дисципліни

	Найменування показників 
	Галузь знань, напрям підготовки, освітньо-кваліфікаційний рівень
	Характеристика навчальної дисципліни

	
	
	денна форма навчання

	Кількість кредитів – 1
	Галузь знань

Філологія 


	Варіативна 

	
	Напрям підготовки 

0305 “Філологія”


	

	Змістових модулів – 1
	Спеціальність (професійне

спрямування):

7.030505  “Прикладна лінгвістика”

	Рік підготовки:

	
	
	5-й

	Індивідуальне науково-дослідне завдання: доповіді, проектна робота
	
	Семестр

	Загальна кількість годин - 38
	
	ІХ

	
	
	Лекції

	Тижневих годин: 2
	Освітньо-кваліфікаційний рівень:

спеціаліст
	8 год.

	
	
	Практичні, семінарські

	
	
	8 год.

	
	
	Індивідуальні

	
	
	3 год. 

	
	
	Самостійна робота

	
	
	19 год. 

	
	
	Вид контролю: екзамен


Структура навчальної дисципліни

	Назви змістових модулів і тем
	Кількість годин

	
	Денна форма
	Заочна форма

	
	Усього 
	у тому числі
	Усього 
	у тому числі

	
	
	л
	п
	лаб
	інд
	ср
	
	л
	п
	лаб
	інд
	ср

	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13

	Модуль 1

	Змістовий модуль 1. Теорія та практика машинного перекладу

	Тема 1. Теоретичні основи машинного та автоматичного перекладу.
	16
	6
	4
	
	1
	5
	
	
	
	
	
	

	Тема 2. Проблеми та перспективи організації машинного перекладу. 

	22
	2
	4
	
	2
	14
	
	
	
	
	
	

	Разом за змістовим модулем 1
	38
	8
	8
	
	3
	19
	
	
	
	
	
	


Теми лекцій

	№

з/п
	Назва теми
	Кількість

годин

	1
	Машинний та автоматичний переклад. Сучасний стан теорії та практики машинного перекладу.
	2

	2
	Основні принципи машинного перекладу.
	2

	3
	Класифікація систем машинного перекладу. 
	2

	4
	Методи репрезентації інформації та її моделювання.
	2


Теми практичних занять
	№

з/п
	Назва теми
	Кількість

годин

	1
	Алгоритм роботи систем машинного перекладу.
	2

	2
	Порівняння роботи доступних систем машинного перекладу.
	2

	3
	Автоматичний переклад
	2

	4
	Практикум по використанню систем машинного перекладу.
	2


Теми індивідуальних занять

	№

з/п
	Назва теми
	Кількість

годин

	1
	Оптимізація ефективності машинного перекладу.
	1

	2
	Лінгвістичні проблеми машинного перекладу.
	2


Самостійна робота

	№

з/п
	Назва теми
	Кількість

годин

	1
	Факти та хибні уявлення про машинний переклад.
	2

	2
	Чому комп’ютерам складно перекладати?
	2

	3
	Якість машинного перекладу.
	1

	4
	Аналіз лінгвістичних помилок систем машинного перекладу.
	2

	5
	Оцінювання систем машинного перекладу.
	3

	6
	Полісемія та вибур словникового еквіваленту при МП.
	2

	7
	Омонімія при автоматичному перекладі.
	2

	8
	Труднощі перекладу власних імен.
	2

	9
	Переклад граматичних категорій, відсутніх у мові перекладу.
	3


MODULE 1
THEORETICAL BACKGROUNDS OF MACNINE AND AUTOMATIC TRANSLATION
Lecture 1

Machine and machine-assisted translation. State of the art of machine translation.

Advances in information technology (IT) have combined with modern communication requirements to foster translation automation. The history of the relationship between technology and translation goes back to the beginnings of the Cold War, as in the 1950s competition between the United States and the Soviet Union was so intensive at every level that thousands of documents were translated from Russian to English and vice versa. However, such high demand revealed the inefficiency of the translation process, above all in specialized areas of knowledge, increasing interest in the idea of a translation machine. Although the Cold War has now ended, and despite the importance of globalization, which tends to break down cultural, economic and linguistic barriers, translation has not become obsolete, because of the desire on the part of nations to retain their independence and cultural identity, especially as expressed through their own language. This phenomenon can clearly be seen within the European Union, where translation remains a crucial activity.

IT has produced a screen culture that tends to replace the print culture, with printed documents being dispensed with and information being acceessed and relayed directly through computers (e-mail, databases and other stored information). These computer documents are instantly available and can be opened and processed with far greater flexibility than printed matter, with the result that the status of information itself has changed, becoming either temporary or permanent according to need. Over the last two decades we have witnessed the enormous growth of information technology with the accompanying advantages of speed, visual impact, ease of use, convenience, and cost-effectiveness. At the same time, with the development of the global market, industry and commerce function more than ever on an international scale, with increasing freedom and flexibility in terms of exchange of products and services. The nature and function of translation is inevitably affected by these changes. There is the need for countries to cooperate in many spheres, such as ecological (Greenpeace), economic (free trade agreements) humanitarian (Doctors without Borders) and educational (exchange programs), etc. Despite the importance of English, there is the commonly-held belief that people have the right to use their own language, yet the diversity of languages should not be an obstacle to mutual understanding. Solutions to linguistic problems must be found in order to allow information to circulate freely and to facilitate bilateral and multilateral relationships.

Thus different aspects of modern life have led to the need for more efficient methods of translation. At the present time the demand for translations is not satisfied because there are not enough human translators, or because individuals and organizations do not recognize translation as a complex activity requiring a high level of skill, and are therefore not prepared to pay what it is worth. In other words, translation is sometimes avoided because it is considered to be too expensive. In part, human translation is expensive because the productivity of a human being is essentially limited. Statistics vary, but in general to produce a good translation of a difficult text a translator cannot process more than 4-6 pages or 2,000 words per day. The economic necessity of finding a cheaper solution to international exchange has resulted in continuing technological progress in terms of translation tools designed to respond to the translator's need for immediately-available information and non-sequential access to extensive databases.

A Short History of Machine Translation

It was not until the twentieth century that the idea of creating automatic dictionaries appeared as a solution to the problem of linguistic barriers. In the 1930s two researchers worked independently towards the same goal: the Franco-Armenian George Artsrouni and the Russian Petr Smirnov-Troyanskii. The latter was the more important of the two because he developed the idea that three stages are necessary for a system of automatic translation: first an editor who knows the source language analyzes the words and converts them into base forms according to their syntactic functions; then a machine organizes the base forms into equivalent sequences in the target language; finally, this rough version is corrected by a second editor, familiar with the target language. Despite the significance of Troyanskii’s work, it remained generally unknown until the late 1950s.

The invention of the computer led very quickly to attempts to use it for the translation of natural languages. A letter from Warren Weaver to the computer specialist Norbert Wiener in March 1947 is considered to mark the beginning of this process. Two years later, in July 1949, Weaver publicized his ideas on the applications of the computer to translation and shortly afterwards a number of universities in the United States initiated research into the field of machine translation. In 1954 the first feasibility trial was carried out as a joint project between IBM and the University of Georgetown. Although very limited in scope, the demonstration was considered a success, leading to the financing of other projects, both in the US and the rest of the world. The first versions of machine translation programs were based on detailed bilingual dictionaries that offered a number of equivalent words in the target language for each word listed in the source language, as well as a series of rules on word order. The complexity of the task made it necessary for developers to continue improving the programs because of the need for a more systematic syntactical focus. Projects were based on advances in linguistics, especially on the development of transformational generative grammar models that appeared to offer new possibilities for machine translation.

However, initial optimism soon disappeared. Researchers began to think that the semantic barriers were insurmountable and no longer saw a solution on the near horizon to the problem of machine translation. IBM and the University of Washington produced an operating system called Mark II, but the results were disappointing. By 1964 the US government was becoming so concerned about the inefficiency of machine translation programs that it created the ALPAC (Automatic Language Processing Advisory Committee) to evaluate them. In 1966 this committee produced a highly critical report that claimed that machine translation was slow, inefficient and twice as expensive as human translation, concluding that it was not worth investing money in research in this field. Nevertheless, the report stressed the need to encourage the development of tools to assist the translation process, such as computer dictionaries, databases etc. Although criticized for its lack of objectivity and vision, the ALPAC report led to a freeze on research into machine translation in the US for more than a decade. However, research continued in Canada, France and Germany and two machine translation systems came into being several years later: Systran, used by the European Union Commission and Taum-météo, created by the University of Montreal to translate weather forecasts from French to English.

Important advances occurred during the 1980s. The administrative and commercial needs of multilingual communities stimulated the demand for translation, leading to the development in countries such as France, Germany, Canada and Japan of new machine translation systems such as Logos (from German to French and vice versa) and the internal system created by the Pan-American Health Organization (from Spanish to English and vice versa), as well as a number of systems produced by Japanese computer companies. Research also revived in the 1980s because large-scale access to personal computers and word-processing programs produced a market for less expensive machine translation systems. Companies such as ALPS, Weidner, Globalink (North America and Europe), Sharp, NEC, Mitsubishi, Sanyo (Japan) needed these programs. Some of the most important projects were GETA-Ariane (Grenoble), SUSY (Saarbrücken), MU (Kyoto), and Eurotra (the European Union)

The beginning of the 1990s saw vital developments in machine translation with a radical change in strategy from translation based on grammatical rules to that based on bodies of texts and examples (for example, the Reverso Program). Language was no longer perceived as a static entity governed by fixed rules, but as a dynamic corpus that changes according to use and users, evolving through time and adapting to social and cultural realities. To this day machine translation continues to progress. Large companies are now using it more, which also increases software sales to the general public. This situation has led to the creation of on-line machine translation services such as Altavista, which offer rapid email services, web pages, etc. in the desired language, as well as to the availability of multilingual dictionaries, encyclopaedias, and free, direct-access terminology databases.

At this stage it is important to make a distinction between two terms that are closely related and that tend to confuse non-specialists: machine translation (MT) and computer-assisted translation (CAT). These two technologies are the consequence of different approaches. They do not produce the same results, and are used in distinct contexts. MT aims at assembling all the information necessary for translation in one program so that a text can be translated without human intervention. It exploits the computer's capacity to calculate in order to analyze the structure of a statement or sentence in the source language, break it down into easily translatable elements and then create a statement with the same structure in the target language. It uses huge plurilingual dictionaries, as well as corpora of texts that have already been translated. As mentioned, in the 1980s MT held great promises, but it has been steadily losing ground to computer-assisted translation because the latter responds more realistically to actual needs.

CAT uses a number of tools to help the translator work accurately and quickly, the most important of which are terminology databases and translation memories. In effect, the computer offers a new way of approaching text processing of both the source and target text. Working with a digital document gives us non-sequential access to information so that we can use it according to our needs. It becomes easy to analyze the sentences of the source text, to verify the context in which a word or a text is used, or to create an inventory of terms, for example. Likewise, any part of the target text can be modified at any moment and parallel versions can be produced for comparison and evaluation. All these aspects have profound implications for translation, especially in terms of assessing the results, since the translator can work in a more relaxed way because of the greater freedom to make changes at any time while the work is in progress. 

It is important to stress that automatic translation systems are not yet capable of producing an immediately useable text, as languages are highly dependant on context and on the different denotations and connotations of words and word combinations. It is not always possible to provide full context within the text itself, so that machine translation is limited to concrete situations and is considered to be primarily a means of saving time, rather than a replacement for human activity. It requires post-editing in order to yield a quality target text.

Lecture 2
Basic principles of machine translation

To understand the essential principles underlying machine translation it is necessary to understand the functioning of the human brain. The first stage in human translation is complete comprehension of the source language (SL) text. This comprehension operates on several levels:

· Semantic level: understanding words out of context, as in a dictionary. 

· Syntactic level: understanding words in a sentence. 

· Pragmatic level: understanding words in situations and context.

Furthermore, there are at least five types of knowledge used in the translation process: knowledge of the source language, which allows us to understand the original text; knowledge of the target language, which makes it possible to produce a coherent text in that language; knowledge of equivalents between the source and target languages; knowledge of the subject field as well as general knowledge, both of which aid comprehension of the source language text; knowledge of socio-cultural aspects, that is, of the customs and conventions of the source and target cultures.

Given the complexity of the phenomena that underlie the work of a human translator, it would be absurd to claim that a machine could produce a target text of the same quality as that of a human being. However, it is clear that even a human translator is seldom capable of producing a polished translation at first attempt.

In reality the translation process comprises two stages: first, the production of a rough text or preliminary version in the target language, in which most of the translation problems are solved but which is far from being perfect; and second, the revision stage, varying from merely re-reading the text while making minor adjustments to the implementation of radical changes.

It could therefore be said that MT aims at performing the first stage of this process in an automatic way, so that the human translator can then proceed directly to the second, carrying out the meticulous and demanding task of revision. The problem is that the translator now faces a text that has not been translated by a human brain but by a machine, which changes the required approach because the errors are different. It becomes necessary to harmonize the machine version with human thought processes, judgements and experiences. Machine translation is thus both an aid and a trap for translators: an aid because it completes the first stage of translation; a trap because it is not always easy for the translator to keep the necessary critical distance from a text that, at least in a rudimentary way, is already translated, so that mistakes may go undetected. In no sense should a translation produced automatically be considered final, even if it appears on the surface to be coherent and correct.

Machine Translation Strategies

Machine translation is an autonomous operating system with strategies and approaches that can be classified as follows:

· the direct strategy 

· the transfer strategy 

· the pivot language strategy

The direct strategy, the first to be used in machine translation systems, involves a minimum of linguistic theory. This approach is based on a predefined source language-target language binomial in which each word of the source language syntagm is directly linked to a corresponding unit in the target language with a unidirectional correlation, for example from English to German but not the other way round.

The best-known representative of this approach is the system created by the University of Georgetown, tested for the first time in 1964 on translations from Russian to English. The Georgetown system, like all existing systems, is based on a direct approach with a strong lexical component. The mechanisms for morphological analysis are highly developed and the dictionaries extremely complex, but the processes of syntactical analysis and disambiguation are limited, so that texts need a second stage of translation by human translators. The following is an example that follows the direct translation model:
	Source language text

	Das
	kleine
	Mädchen
	kauft
	zwei
	Bücher

	Breakdown in source language

	Das
	klein
	Mädchen
	kaufen
	zwei
	Buch

	Lexical Transfer

	The
	young
	girl
	buy
	two
	book

	The
	young
	girl
	bought
	two
	books


There are a number of systems that function on the same principle: for example SYSTRAN, developed in the United States for military purposes to translate Russian into English. After modification designed to improve its functioning, SYSTRAN was adopted by the European Community in 1976. At present it can be used to translate the following European languages: Source languages (English, French, German, Spanish, Italian, Portuguese, and Greek), Target languages (English, French, German, Spanish, Italian, Portuguese, Greek, Dutch, Finnish, and Swedish). In addition, programs are being created for other European languages, such as Hungarian, Polish and Serbo-Croatian.

Apart from being used by the European Commission, SYSTRAN is also used by NATO and by Aérospatiale, the French aeronautic company, which has played an active part in the development of the system by contributing its own terminology bank for French-English and English-French translation and by financing the specialized area related to aviation. Outside Europe, SYSTRAN is used by The United States Air Force because of its interest in Russian-English translation, by the XEROX Corporation, which adopted machine translation at the end of the 1970s and which is the private company that has contributed the most to the expansion of machine translation, and General Motors, which is allowed to develop and sell the applications of the system on its own account. It should be noted that in general the companies that develop direct machine translation systems do not claim that they are designed to produce good final translations, but rather to facilitate the translator's work in terms of efficiency and performance.
The transfer strategy focuses on the concept of “evel of representation” and involves three stages. The analysis stage describes the source document linguistically and uses a source language dictionary. The transfer stage transforms the results of the analysis stage and establishes the linguistic and structural equivalents between the two languages. It uses a bilingual dictionary from source language to target language. The generation stage produces a document in the target language on the basis of the linguistic data of the source language by means of a target language dictionary.
The transfer strategy, developed by GETA (Groupe d'Etude pour la Traduction Automatique / Machine Translation Study Group) in Grenoble, France, led by B. Vauquois, has stimulated other research projects. Some, such as the Canadian TAUM-MÉTÉO and the American METAL, are already functioning. Others are still at the experimental stage, for example, SUSY in Germany and EUROTRA, which is a joint European project. TAUM, an acronym for Traduction Automatique de l'Université de Montréal (University of Montreal Machine Translation) was created by the Canadian Government in 1965. It has been functioning to translate weather forecasts from English to French since 1977 and from French to English since 1989. One of the oldest effective systems in existence, TAUM-MÉTÉO carries out both a syntactic and a semantic analysis and is 80% effective because weather forecasts are linguistically restricted and clearly defined. It works with only 1,500 lexical entries, many of which are proper nouns. In short, it carries out limited repetitive tasks, translating texts that are highly specific, with a limited vocabulary (although it uses an exhaustive dictionary) and stereotyped syntax, and there is perfect correspondence from structure to structure. 

The pivot language strategy is based on the idea of creating a representation of the text independent of any particular language. This representation functions as a neutral, universal central axis that is distinct from both the source language and the target language. In theory this method reduces the machine translation process to only two stages: analysis and generation. The analysis of the source text leads to a conceptual representation, the diverse components of which are matched by the generation module to their equivalents in the target language.

The research on this strategy is related to artificial intelligence and the representation of knowledge. The systems based on the idea of a pivot language do not aim at direct translation, but rather reformulate the source text from the essential information. At the present time the transfer and pivot language strategies are generating the most research in the field of machine translation. With regard to the pivot language strategy, it is worth mentioning the Dutch DLT (Distributed Language Translation) project which ran from 1985 to 1990 and which used Esperanto as a pivot language in the translation of 12 European languages.

The topic of MT is one that is sufficiently interesting and important — socially, politically, commercially, scientifically, and intellectually or philosophically — and one whose importance is likely to increase in the 21-st centuary.
The social or political importance of MT arises from the socio-political importance of translation in communities where more than one language is generally spoken. Here the only viable alternative to rather widespread use of translation is the adoption of a single common ‘lingua franca’, which (despite what one might first think) is not a particularly attractive alternative, because it involves the dominance of the chosen language, to the disadvantage of speakers of the other languages, and raises the prospect of the other languages becoming second-class, and ultimately disappearing.

Since the loss of a language often involves the disappearance of a distinctive culture, and a way of thinking, this is a loss that should matter to everyone. So translation is necessary for communication — for ordinary human interaction, and for gathering the information one needs to play a full part in society. Being allowed to express yourself in your own language, and to receive information that directly affects you in the same medium, seems to be an important, if often violated, right. And it is one that depends on the availability of translation. The problem is that the demand for translation in the modern world far outstrips any possible supply. Part of the problem is that there are too few human translators, and that there is a limit on how far their productivity can be increased without automation. In short, it seems as though automation of translation is a social and political necessity for modern societies which do not wish to impose a common language on their members.

The commercial importance of MT is a result of related factors. First, translation itself is commercially important: faced with a choice between a product with an instruction manual in English, and one whose manual is written in Japanese, most English speakers will buy the former — and in the case of a repair manual for a piece of manufacturing machinery or the manual for a safety critical system, this is not just a matter of taste.

Secondly, translation is expensive. Translation is a highly skilled job, requiring much more than mere knowledge of a number of languages, and in some countries at least, translators’ salaries are comparable to other highly trained professionals. Moreover, delays in translation are costly. Estimates vary, but producing high quality translations of difficult material, a professional translator may average no more than about 4-6 pages of translation (perhaps 2000 words) per day, and it is quite easy for delays in translating product documentation to erode the market lead time of a new product. It has been estimated that some 40-45% of the running costs of European Community institutions are ‘language costs’, of which translation and interpreting are the main element.
Scientifically, MT is interesting, because it is an obvious application and testing ground for many ideas in Computer Science, Artificial Intelligence, and Linguistics, and some of the most important developments in these fields have begun in MT. To illustrate this: the origins of Prolog, the first widely available logic programming language, which formed a key part of the Japanese ‘Fifth Generation’ programme of research in the late 1980s, can be found in the ‘Q-Systems’ language, originally developed for MT.

Philosophically, MT is interesting, because it represents an attempt to automate an activity that can require the full range of human knowledge — that is, for any piece of human knowledge, it is possible to think of a context where the knowledge is required.

Self-study work 1
Conceptions and Misconceptions about machine translation

Read a paragraph from the book “Machine translation” by D.Arnold, L.Balkan and others [ ] and do the following tasks:

a) make notes (in your own words) about the misconception of MT with the authors’ arguments;
b) continue the authors’ list of true facts about MT.

Here is the list of some popular misconceptions about MT. We will discuss them in turn.
“MT is a waste of time because you will never make a machine that can translate Shakespeare”.

The criticism that MT systems cannot, and will never, produce translations of great literature of any great merit is probably correct, but quite beside the point. It certainly does not show that MT is impossible. First, translating literature requires special literary skill — it is not the kind of thing that the average professional translator normally attempts. So accepting the criticism does not show that automatic translation of non-literary texts is impossible. Second, literary translation is a small proportion of the translation that has to be done, so accepting the criticism does not mean that MT is useless. Finally, one may wonder who would ever want to translate Shakespeare by machine — it is a job that human translators find challenging and rewarding, and it is not a job that MT systems have been designed for. The criticism that MT systems cannot translate Shakespeare is a bit like criticism of industrial robots for not being able to dance Swan Lake.

“There was/is an MT system which translated The spirit is willing, but the flesh is weak into the Russian equivalent of The vodka is good, but the steak is lousy, and hydraulic ram into the French equivalent of water goat. MT is useless.”

The ‘spirit is willing’ story is amusing, and it really is a pity that it is not true. However, like most MT ‘howlers’ it is a fabrication. In fact, for the most part, they were in circulation long before any MT system could have produced them (variants of the ‘spirit is willing’ example can be found in the American press as early as 1956, but sadly, there does not seem to have been an MT system in America which could translate from English into Russian until much more recently — for sound strategic reasons, work in the USA had concentrated on the translation of Russian into English, not the other way round). Of course, there are real MT howlers. Two of the nicest are the translation of French avocat (‘advocate’, ‘lawyer’ or ‘barrister’) as avocado, and the translation of Les soldats sont dans le caf´e as The soldiers are in the coffee. However, they are not as easy to find as the reader might think, and they certainly do not show that MT is useless.

“Generally, the quality of translation you can get from an MT system is very low. This makes them useless in practice.”

Far from being useless, there are several MT systems in day-to-day use around the world. Examples include METEO (in daily since 1977 use at the Canadian Meteorological Center in Dorval, Montreal), SYSTRAN (in use at the CEC, and elsewhere), LOGOS, ALPS, ENGSPAN (and SPANAM), METAL, GLOBALINK. It is true that the number of organizations that use MT on a daily basis is relatively small, but those that do use it benefit considerably. For example, as of 1990, METEO was regularly translating around 45 000 words of weather bulletins every day, from English into French for transmission to press, radio, and television. In the 1980s, the diesel engine manufacturers Perkins Engines was saving around £ 4 000 on each diesel engine manual translated (using a PC version of WEIDNER system). Moreover, overall translation time per manual was more than halved from around 26 weeks to 9-12 weeks — this time saving can be very significant commercially, because a product like an engine cannot easily be marketed without user manuals.
Of course, it is true that the quality of many MT systems is low, and probably no existing system can produce really perfect translations. However, this does not make MT useless. In fact, one can get perfect translations from one kind of system, but at the cost of radically restricting what an author can say, so one should perhaps think of such systems as (multilingual) text creation aids, rather than MT systems. The basic idea is similar to that of a phrase book, which provides the user with a collection of ‘canned’ phrases to use. This is fine, provided the canned text contains what the user wants to say. Fortunately, there are some situations where this is the case.
First, not every translation has to be perfect. Imagine you have in front of you a Chinese newspaper which you suspect may contain some information of crucial importance to you or your company. Even a very rough translation would help you. Apart from anything else, you would be able to work out which, if any, parts of the paper would be worth getting translated properly. Second, a human translator normally does not immediately produce a perfect translation. It is normal to divide the job of translating a document into two stages. The first stage is to produce a draft translation, i.e. a piece of running text in the target language, which has the most obvious translation problems solved (e.g. choice of terminology, etc.), but which is not necessarily perfect. This is then revised — either by the same translator, or in some large organizations by another translator — with a view to producing something that is up to standard for the job in hand. This might involve no more than checking, or it might involve quite radical revision aimed at producing something that

reads as though written originally in the target language. For the most part, the aim of MT is only to automate the first, draft translation process.
“MT threatens the jobs of translators.”

The quality of translation that is currently possible with MT is one reason why it is wrong to think of MT systems as dehumanizing monsters which will eliminate human translators, or enslave them. It will not eliminate them, simply because the volume of translation to be performed is so huge, and constantly growing, and because of the limitations of current and forseeable MT systems. While not an immediate prospect, it could, of course, turn out that MT enslaves human translators, by controlling the translation process, and forcing them to work on the problems it throws up, at its speed. There are no doubt examples of this happening to other professions.

However, there are not many such examples, and it is not likely to happen with MT. What is more likely is that the process of producing draft translations, along with the often tedious business of looking up unknown words in dictionaries, and ensuring terminological consistency, will become automated, leaving human translators free to spend time on increasing clarity and improving style, and to translate more important and interesting documents — editorials rather than weather reports, for example. This idea borne out in practice: the job satisfaction of the human translators in the Canadian Meteorological Centerimproved when METEO was installed, and their job became one of checking and trying to find ways to improve the system output, rather than translating the weather bulletins by hand (the concrete effect of this was a greatly reduced turnover in translation staff at the Center).

“The Japanese have developed a system that you can talk to on the phone. It translates what you say into Japanese, and translates the other speaker’s replies into English.”

The claim that the Japanese have a speech to speech translation system, of the kind described above, is pure science fiction. It is true that speech-to-speech translation is a topic of current research, and there are laboratory prototypes that can deal with a very restricted range of questions. But this research is mainly aimed at investigating how various technologies involved in speech and language processing can be integrated, and is limited to very restricted domains (hotel bookings, for example), and messages (offering little more than a phrase book in these domains). It will be several years before even this sort of system will be in any sort of real use. This is partly because of the limitations of speech systems, which are currently fine for recognizing isolated words, uttered by a single speaker, for which the system has been specially trained, in quiet conditions, but which do not go far beyond this. However, it is also because of the limitations of the MT system.
“There is an amazing South American Indian language with a structure of such logical perfection that it solves the problem of designing MT systems.”

The South American Indian language story is among the most irritating for MT researchers. First, the point about having a ‘perfectly logical structure’ is almost certainly completely false. Such perfection is mainly in the eye of the beholder — Diderot was convinced that the word order of French exactly reflected the order of thought, a suggestion that non-French speakers do not find very convincing. What people generally mean by this is that a language is very simple to describe. Now, as far as anyone can tell all human languages are pretty much as complicated as each other. It’s hard to be definite, since the idea of simplicity is difficult to pin down, but the general impression is that if a language has a very simple syntax, for example, it will compensate by having a more complicated morphology (word structure), or phonology (sound structure). However, even if one had a very neat logical language, it is hard to see that this would solve the MT problem, since one would still have to perform automatic translation into, and out of, this language.

“MT systems are machines, and buying an MT system should be very much like buying a car.”

There are really two parts to this misconception. The first relates to the sense in which MT systems are machines. They are, of course, but only in the sense that modern word processors are machines. It is more accurate to think of MT systems as programs that run on computers (which really are machines). Thus, when one talks about buying, modifying, or repairing an MT system, one is talking about buying, modifying or repairing a piece of software. It was not always so — the earliest MT systems were dedicated machines, and even very recently, there were some MT vendors who tried to sell their systems with specific hardware, but this is becoming a thing of the past. Recent systems can be installed on different types of computers. 
The second part of the misconception is the idea that one would take an MT system and ‘drive it away’, as one would a car. In fact, this is unlikely to be possible, and a better analogy is with buying a house — what one buys may be immediately habitable, but there is a considerable amount of work involved in adapting it to one’s own special needs. In the case of a house this might involve changes to the decor and plumbing. In the case of an MT system this will involve additions to the dictionaries to deal with the vocabulary of the subject area and possibly the type of text to be translated. There will also be some work involved in integrating the system into the rest of one’s document processing environment. The importance of customization, and the fact that changes to the dictionary form a major part of the process is one reason why we have given a whole chapter to discussion of the dictionary. Against these misconceptions, we should place the genuine facts about MT. These are listed further in our article.
The correct conclusion is that MT, although imperfect, is not only a possibility, but an actuality. But it is important to see the product in a proper perspective, to be aware of its strong points and shortcomings.

Machine Translation started out with the hope and expectation that most of the work of translation could be handled by a system which contained all the information we find in a standard paper bilingual dictionary. Source language words would be replaced with their target language translational equivalents, as determined by the built-in dictionary, and where necessary the order of the words in the input sentences would be rearranged by special rules into something more characteristic of the target language. In effect, correct translations suitable for immediate use would be manufactured in two simple steps. This corresponds to the view that translation is nothing more than word substitution (determined by the dictionary) and reordering (determined by reordering rules).

Reason and experience show that ‘good’ MT cannot be produced by such delightfully simple means. As all translators know, word for word translation doesn’t produce a satisfying target language text, not even when some local reordering rules (e.g. for the position of the adjective with regard to the noun which it modifies) have been included in the system. Translating a text requires not only a good knowledge of the vocabulary of both source and target language, but also of their grammar — the system of rules which specifies which sentences are well-formed in a particular language and which are not. Additionally it requires some element of real world knowledge — knowledge of the nature of things out in the world and how they work together — and technical knowledge of the text’s subject area. Researchers certainly believe that much can be done to satisfy these requirements, but producing systems which actually do so is far from easy. Most effort in the past years or so has gone into increasing the subtlety, breadth and depth of the linguistic or grammatical knowledge available to systems. We shall take a more detailed look at these developments in due course.

In growing into some sort of maturity, the MT world has also come to realize that the ‘text in _ translation out’ assumption — the assumption that MT is solely a matter of switching on the machine and watching a faultless translation come flying out — was rather too naive. A translation process starts with providing the MT system with usable input. It is quite common that texts which are submitted for translation need to be adapted (for example, typographically, or in terms of format) before the system can deal with them. And when a text can actually be submitted to an MT system, and the system produces a translation, the output is almost invariably deemed to be grammatically and translationally imperfect. Despite the increased complexity of MT systems they will never — within the forseeable future — be able to handle all types of text reliably and accurately. This normally means that the translation will have to be corrected (post-edited) and usually the person best equipped to do this is a translator.

This means that MT will only be profitable in environments that can exploit the strong points to the full. As a consequence, we see that the main impact of MT in the immediate future will be in large corporate environments where substantial amounts of translation are performed. The implication of this is that MT is not (yet) for the individual self-employed translator working from home, or the untrained lay-person who has the occasional letter to write in French. This is not a matter of cost: MT systems sell at anywhere between a few hundred pounds and over £ 100 000. It is a matter of effective use. The aim of MT is to achieve faster, and thus cheaper, translation. The lay-person or self-employed translator would probably have to spend so much time on dictionary updating and/or postediting that MT would not be worthwhile. There is also the problem of getting input texts in machine readable form, otherwise the effort of typing will outweigh any gains of automation. The real gains come from integrating the MT system into the whole document processing environment and they are greatest when several users can share, for example, the effort of updating dictionaries, efficiencies of avoiding unnecessary retranslation, and the benefits of terminological consistency.
Some Facts about MT

· MT is useful. The METEO system has been in daily use since 1977. As of 1990, it was regularly translating around 45 000 words daily. In the 1980s, The diesel engine manufacturers Perkins Engines was saving around £ 4 000 and up to 15 weeks

on each manual translated.

· While MTsystems sometimes produce howlers, there are many situations where the ability of MT systems to produce reliable, if less than perfect, translations at high speed is valuable.

· In some circumstances, MT systems can produce good quality output: less than 4% of METEO output requires any correction by human translators at all (and most of these are due to transmission errors in the original texts). Even where the quality is lower, it is often easier and cheaper to revise ‘draft quality’ MT output than to translate entirely by hand.

· MT does not threaten translators’ jobs. The need for translation is vast and unlikely to diminish, and the limitations of current MT systems are too great. However, MT systems can take over some of the boring, repetitive translation jobs and allow human translation to concentrate on more interesting tasks, where their

specialist skills are really needed.

· Speech-to-Speech MT is still a research topic. In general, there are many open research problems to be solved before MT systems will be come close to the abilities of human translators.

· Not only are there are many open research problems in MT, but building an MT system is an arduous and time consuming job, involving the construction of grammars and very large monolingual and bilingual dictionaries. There is no ‘magic solution’ to this.

· In practice, before an MT system becomes really useful, a user will typically have to invest a considerable amount of effort in customizing it.

Lecture 3
Classification of machine translaion systems

According to the amount of human or computer involvement in translating process MT is classified according to three main types: FAMT, HAMT and MAHT.
FAMT (Fully-Automated Machine Translation) is the kind which is only being developed as there are many unsolved problems of understanding and synthesis of “live” texts. This method can be applied to translate technical texts.

HAMT (Human-Assisted Machine Translation) is an application for automared translation done with the help of a person. These are products of Translation Memory based on different principals: statistical, phraseological, complex. These systems are not numerous and they are not universal. PROMPT is one of the examples of HAMT.

MAHT (Machine-Assisted Human Translation) is an auxiliary means of translation by a human with the help of computer. These are off-line or on-line translation programs and computer dictionaries.
The translation problem is real and cannot be alleviated by better language teaching, greater incentives for translators or improved administrative procedures. The only hope for a thoroughgoing solution seems to lie with technology. But this is not to say that there is one solution, namely machine translation, in the classical sense of a fully automatic procedure that carries a text from one language to another with human intervention in the final revision. There are lots of ways in which technology could be used, with fully automatic translation at one extreme, and word-processing equipment and dictating machines at the other.
The productivity of the professional translator could almost certainly be greatly increased by technological aids which, though straightforward, are not all obvious. Powerful machine aids to translators could quickly be available and may be the best way to alleviate the translation problem in the short run. They will not arise naturally as a by-product of work on fully automatic translation, because, for the most part, they address such issues as communication among translators, identification of relevant secondary material, and special editing divices, rather than issues of syntactic analysis, pronominal reference and quantifier scope. The most valuable resources that a translator has for solving difficult problems are the text he is working on, other texts like it in the target as well as the source language, and his colleagues. At present access to these resourses is haphazard at best. But improving it immeasurably is well within the scope of existing technology.
Another easily identifiable point is human aided machine translation (HAMT). This could be a very different kind of enterprise both from fully automatic and machine-aided translation. By human aided (or human assisted) machine translation we mean to refer to systems in which the machine, while retaining the initiative, works with a human consultant, who need not be a translator. Once again, the subtelties in the design of the system would not reside so much in basic linguistic questions as in how to recognize reliably when a difficulty of a certain type had arisen and how to communicate tye nature of the difficulty ti the consultant in such a way as to elicit a quick and unambiguous response. Especially in the early stages, a HAMT is a translation system intended to produce output of high quality might well require at least as much work on the part of the consultant as a trained translator would take to do the job in the traditional way. However, two facts can be set against this. First, the consultant would not have to be a translator and could quite possibly be drawn from a much longer segment of labour pool. Secondly, while the labour involved in translating a text grows in direct proportion to the number of languages into which it must be rended, the work required of the consultant in such a man-machine team would grow much more slowly.
While fully automatic translation is the most adventurous, it is from this that we stand to learn most about language in general, and translation in particular. If fully automatic systems can be built whose performance exceeds that of present systems by even a modest amount, we should profit greatly as well from their practical utility as from the theoretical lessons enshrined in them. Machine-aided translation can enhance the translator's productivity, though we have yet to discover how much enhancement is possible in this way. It could also be a source of invaluable information on how translators work. Human aided machine translation can be expected to give better results than could be achieved with the fully automatic method, since the human consultant can be called upon to resolve otherwise unresolvable problems, but at an unknown cost. However, there are important applications, notably where one text must be translated into several languages, where the gains may be substantial.

Generally speaking, all these three kinds of machine translation are not produced without any human intervention whatsoever. In the so-called fully automatic method, the human plays the role of an editor, or revisor. His involvement begins only after an initial draft in the target language exists and it is for this reason that we remain content with the term "fully automatic". The other two methods involve human intervention earlier so that the translator influences even that first draft.

The methods therefore differ as to how the person is involved. They also differ in the extent of human involvement. If the human partner can influence all the decisions that are made, he may be in a position to forestall sequences of errors, each resulting from the one before, thus reducing the total amount of his contribution. On the other hand, if a conservative system insists on having him confirm even those choices for which its own decision methods are substantially adequate, then the overall extent of his involvement may be increased. In any case, the utility of a given system in a particular situation cannot be assessed by a simple equation. The appropriate utility function involves at least the human cost, the machine cost, the quality of the result, and the nature of the consumer’s requirements.

The consumer's requirements are, of course, crucial. The various types and degrees of automation in translation are, as we have seen, positioned along one dimension in a space of possible approaches to the overall problem. The different types of text and their consumers are another dimension and, not surprisingly, the two dimensions are far from independent. The type of technology appropriate to a problem, and the benefits to be expected from it, differ greatly with the type of the text to be translated and the use to which the result will be put. In the intelligence services, a great deal of translation is done for purposes of current awareness. The first priority is to know the subject matter of the document. It is also helpful to be able to discern the gist of the argument so as to discover whether it touches on certain key questions. A rough and ready translation, especially if it can be done quickly and cheaply, may give an excellent basis on which to decide which parts of a document, if any, need to be translated more carefully. Fully automatic translation, even of quite inferior quality, has already proven very valuable in this role.

FAT, or some close relative of it, has also proved useful in recent years in situations where a sublanguage has come to be used. Canadian weather reports are routinely translated by such a system. The system itself determines whether each translation unit - approximately a sentence - is within its capabilities. If it is, then it produces a translation, which is the one that will be used without human revision. If not, it presents the translation unit to a human collaborator, who makes the translation. It is preferable to classify this with fully automatic translation because, though the machine does not translate everything that is translated, the translation it does is done entirely without human involvement even at a post-editing stage. The machine in fact translates eighty per cent of all translation units and readers of the reports prove unable to discern which parts were translated by machine and which by a human.

The success of this METEO system comes from the fact that meteorologists naturally write in a highly constrained subset of English. FAT has also been successfully applied to the task of translating maintenance manuals for machines. The success of this does not rest on the existence of a naturally occurring sublanguage. In this case, the technical writers who prepare the manuals learn to follow a set of rules intended to ensure that their products will automatically translatable by simple means. The machine translates the whole text without outside assistance and preliminary results encourage the belief that little or no editing will be required.
The features of a sublanguage that make it suitable for FAT translation are (1) restricted vocabulary, with consequent reduction in the number of words with more than one grammatical category; (2) small number of senses for each word in a given category due to the restricted semantic domain, and (3) restricted syntax resulting from the purpose of the text, e.g., instruction manuals may contain only imperative sentences and weather reports only declaratives. It should not be thought, however, that a sublanguage is simply a subset of the sentences of the standard language. The syntax of a sublanguage may differ radically from that of the standard language so that a grammar of the latter would not cover the constructions of the former. Thus "Fair tommorrow" and "Winds from the northeast" are "sentences" in a weather bulletin. There are also closely related domains in which texts have a common syntax, and differ only in vocabulary. An extensive study of sublanguages, their restrictions and interrelations, will be important for determining the range of applications of fully automatic translation. The question is of a complex subject to which the report of another panel is devoted.
The following table summarizes most important features of three kinds of machine translation.

	Fully Automatic Machine Translation
	Human Assisted Machine Translation
	Machine Assisted Human Translation

	can be quite cheap and fast (revision excluded)
	very high-quality especially multilingual
	increased human efficiency

	requires effort and experience to read
	possibly high cost
	more expensive and slower then FAMT

	technical material; possibly other

material
	few or no existing prototypes; FAMT spinoffs possible in near term with suitable funding
	increased human efficiency


FAMT refers to translation wherein the programs run off-line and produce translations without human intervention; afterwards, human revision (post-editing) may be performed with a text editing program or via other means, if desired.

MAHT refers to translation wherein the program is a fancy editing and dictionary concordance tool which the human translator uses to increase his efficiency by automating his access to word definitions and terminology correspondences. All initiative resides with the human, unlike FAMT and HAMT.

If our optimism about the future of mechanical methods in translation has increased during the twenty years during which it has been seriously pursued, it must be largely because of important advances that we perceive in theoretical and computational linguistics as well as computer science. Advances in computer science are the least contentious of these. The construction of most large internal memories was not available and external memory could be accessed only in a serial manner. The consequent inefficiency in the programs that were written is less important than the undue amount of effort that was required to make them work at all. A machine-translation program was large, even by today's standards, and each one produced in the sixties was a programming tour de force. The achievements are even more impressive for the fact that they were made without the aid of the compilers, editors

and other paraphernalia that programmers now take for granted, and before the great value of certain programming practices and disciplines had been recognized.

Many of the important advances made in computational linguistics during the same period also tend towards the easier construction of more robust systems that can be more readily maintained. The most obvious examples come from the domain of syntactic analysis which is now universally thought of as a job to be done by a fairly general parsing program, coupled with a grammar. The parser embodies the necessary strategies and techniques while all knowledge of the particular language resides in a static data structure, namely the grammar. Associated with the grammar is a formal language in which a linguist writes rules from which the data structure is obtained automatically. This formal language is specially designed to facilitate the statement of linguistic facts and is largely decoupled from the grammar itself and from the methods that will be used to process it. This greatly increases the power that the linguist can bring to the job and his ability to modify the system in the light of experience.
Lesson 1

Machine translation in practice

Let us suppose that you are a native English speaker engaged as a professional German-English translator in the Language Centre for a multinational manufacturing company. One of the products this company supplies is computer products. In this organization the Language Centre is principally responsible for the translation of documents created within the company into a variety of European and Oriental languages. The Language Centre is also charged with exercising control over the content and presentation of company documentation in general. To this end, it attempts to specify standards for the final appearance of documents in distributed form, including style, terminology, and content in general. The overall policy is enshrined in the form of a corporate Document Design and Content Guide which the Centre periodically updates and revises.
The material for which MT is to be used consists of technical documentation such as User and Repair manuals for software and hardware products manufactured or sourced by the company. Some classes of highly routine internal business correspondence are also submitted for MT. Legal and marketing material, and much external business correspondence, is normally translated by hand, although some translators in the organization prefer to use MT here as well.

All material for translation is available in electronic form on a computer network which supports the company’s documentation system. Although most documents will be printed out at some point as standard paper User Manuals and so forth, the system also supports the preparation of multi-media hypertext documents. These are documents which exist primarily in electronic form with a sophisticated cross-reference system; they contain both text and pictures (and perhaps speech and other sounds). These documents are usually distributed to their final users as CD-ROMs, although they can be distributed in other electronic forms, including electronic mail. Printed versions of these documents can also be made.
Everyone in the language department has a workstation — an individual computer. These are linked together by the network. The documentation system which runs on this network allows users to create and modify documents by typing in text; in other words, it provides very sophisticated word processing facilities. It also provides sophisticated means for storing and retrieving electronic documents, and for passing them around the network inside the company or via external networks to external organizations. As is usual with current computer systems, everything is done with the help of a friendly interface based on windows, icons and menus, selections being made with a mouse.

The MT system which you use is called ETRANS and forms part of the overall documentation system. (ETRANS is just a name we have invented for a prototypical MT system). Parts of an electronic document on the system can be sent to the MT system in the same way that they can be sent to a printer or to another device or facility on the network. ETRANS is simultaneously available from any workstation and, for each person using it, behaves as if it is his or her own personal MT system.
Earlier this morning, one of the technical authors had completed (two days after the deadline) a User Manual for a printer the company is about to launch. The text is in German. Although this author works in a building 50 kilometres away, the network ensures that the document is fully accessible from your workstation. What follows is a fragment of the text which you are viewing in a window on the workstation screen and which you are going to translate:

	German Source Text

Druckdichte Einstellung

Die gedruckte Seite sollte von exzellenter Qualität sein. Es gibt aber eine Reihe von Umweltfaktoren, wie hohe Temperatur und Feuchtigkeit, die Variationen in der Druckdichte verursachen können.

Falls die Testseite zu hell oder zu dunkel aussieht, verstellen Sie die Druckdichte am Einstellknopf an der linken Seite des Druckers (Figur 2-25).

Einstellung der Druckdichte:

· Drehen Sie den Knopf ein oder zwei Positionen in Richtung des dunklen Indikators.

· Schalten Sie den Drucker für einen Moment aus und dann wieder ein, so dass die Testseite gedruckt wird.

· Wiederholen Sie die beiden vorherigen Schritte solange, bis Sie grau auf dem Blatthintergrund sehen, ähnlich wie bei leicht unsauberen Kopien eines Photokopierers.

· Drehen Sie den Knopf eine Position zur¨uck.

Jetzt können Sie den Drucker an den Computer anschliessen. Falls Sie den Drucker an einen Macintosh Computer anschliessen, fahren Sie mit den Instruktionen im Kapitel 3 fort. Falls Sie einen anderen Computer benutzen, fahren Sie fort mit Kapitel 4.


As with all the technical documents submitted to ETRANS, all the sentences are relatively short and rather plain. Indeed, it was written in accordance with the Language Centre document specification and with MT very much in mind. There are no obvious idioms or complicated linguistic constructions. Many or all of the technical terms relating to printers (e.g. Druckdichte ‘print density’) are in regular use in the company and are stored and defined in paper or electronic dictionaries available to the company’s technical authors and translators.
To start up ETRANS, you click on the icon bearing an ETRANS logo, and this pops up a menu giving various translation options. ETRANS handles six languages: English, German, French, Italian, Spanish and Japanese. The printer document needs to be translated into English, so you select English as the target language option. Another menu shows the source language to be used. In this case, there is no need to select German because ETRANS has already had a very quick look at your printer document and decided, that it is probably German text. If ETRANS had guessed wrongly — as it sometimes does — then you could select the correct source language from the menu yourself.

By clicking on an additional menu of ETRANS options, you start it translating in batch or full-text mode; that is, the whole text will be translated automatically without any intervention on your part. The translation starts appearing in a separate screen window more or less immediately. However, since the full source text is quite long, it will take some time to translate it in its entirety. Rather than sit around, you decide to continue with the revision of another translation in another window. You will look at the output as soon as it has finished translating the first chapter.

	MT Output

Print density adjustment

The printed page should be from excellent quality. There is however a series of environmental factors, how high temperature and humidity, can cause the variations in the print density.

If the test page looks too light or too darkly, adjust the print density at the tuner at the left page of the printer (figure 2-25).

Adjustment of the print density:

· Turn the button an or two positions in direction of the dark indicator.

· Switch off the printer for a moment and then again a, so that the test page is printed.

· Repeat the two previous steps as long as, until you see Gray on the background of the page, similarly like at easily unclean copies of a photocopier.

· Turn back the button a position.

Now you can connect the printer to the computer. If you connect the printer to a Macintosh computers, continue with the instructions in the chapter 3. If you use an other computer, continue with chapters 4.


The quality of this raw output is pretty much as you expect from ETRANS. Most sentences are more or less intelligible even if you don’t go back to the German source. (Sometimes some sentences may be completely unintelligible.) The translation is relatively accurate in the sense that it is not misleading — it doesn’t lead you to think that the source text says one thing when it really says something quite the opposite. However, the translation is very far from being a good specimen of English. For one thing, ETRANS clearly had difficulties with choosing the correct translation of the German word ein which has three possible English equivalents: a/an, on and one.

(1) 
a) Turn the button an or two positions in direction of the dark indicator.

b) Switch off the printer for a moment and then again a , so that the test page is printed.

Apart from these details, it has also made quite a mess of a whole phrase:

(2)….. similarly like at easily unclean copies of a photocopier.

In order to post-edit such phrases it will be necessary to refer back to the German source text.

During post-editing, the source text and target text can be displayed on alternate lines, which permits easy editing of the target text. This can be seen in the window at the top left of the screen. Below this are windows and icons for on-line dictionaries and termbanks, the source text alone, and the edited target text, etc. The window on the right shows the source text as it was originally printed.

After post-editing the remaining text, you have almost completed the entire translation process. Since it is not uncommon for translators to miss some small translation errors introduced by the MT system, you observe company policy by sending your post-edited electronic text to a colleague to have it double-checked. The result will be something like that.
The only thing left to be done is to update the term dictionary, by adding any technical terms that have appeared in the document with their translation terms which other translators should in future translate in the same way, and report any new errors the MT system has committed (with a view to the system being improved in the future).

	Post-edited translation

Adjusting the print density

The printed page should be of excellent quality. There is, however, a number of environmental factors, such as high temperature and humidity, that can cause variations in the print density.

If the test page looks too light or too dark, adjust the print density using the dial on the left side of the printer (see Figure 2-25).

How to adjust the print density:

· Turn the button one or two positions in the direction of the dark indicator.

· Switch the printer off for a moment and then back on again, so that the test page is printed.

· Repeat the two previous steps until you see gray on the background of the page, similar to what you see with slightly dirty copies from a photocopier.

· Turn the button back one position.

Now you can connect the printer to the computer. If you are connecting the printer to a Macintosh computer proceed to Chapter 3 for instructions. If you are using any other computer turn to Chapter 4.


Having finished revising the translation, the result can be checked. One of the windows contains a preview of how the revised target text will look when it is printed. The other contains the revised translation, which can be edited for further corrections.
Self-study work 2
Why translation us difficult for trsanslation

Read the article by D.Arnold and be ready to speak of the basic translation problems.
Why is it difficult to get computers to translate? My answer to this will be in two parts. The firstst part consists of some general remarks about the nature of translation, and the abilities of computers. These will lay out the ground and provide a general but rather unsatisfactory answer to the question. The second part will look in more detail at the sorts of problem that create the difficulty, and provide a more detailed and revealing answer.

Translation and Computers Part of the reason why translation is difficult for computers is that translation is just difficuult: difficult even for humans. Translating is a many faceted skill that goes well beyond mere competence in two languages. Roughly speaking, the job of a translator is take a text in one language (the “source language”) and produce a text in another language (the “target language”) which is in some sense equivalent. Before we talk about why this is difficult, we should notice that translators are often asked to do rather more than this. In particular they are often expected to produce a text that is in some sense “good” in its own right – clear, unambiguous, interesting, persuasive, elegant, poetic, gripping, etc., according to the kind of text being translated. While this is understandable, it is clearly somewhat unfair, especially when one is thinking about trying to automate the process. It is one thing to ask a computer to produce a target text which is (in some sense) equivalent to the source text, it is quite another to ask the computer to make it interesting. So, in asking why translation is difficult for computers, we should be careful to restrict ourselves to the translation job proper: to be concrete, let us imagine that anything the computer produces will be post-edited for qualities other than 'equivalence' with the source text. All we want from the computer is some kind of 'draft quality' translation: something which is more or less faithful to the original, understandable in its own right, and which is a reasonable starting point for a polished translation.

Of course, this is still very difficult, even for a skilled human, because the appropriate notion of equivalence is difficult to pin down, and can vary greatly depending on the kind of text involved. For example, in translating texts for an on-line help system, the length of the source text (number of characters) may be important, since the translation may have to fit in the same area of screen as the source text. While one normally expects a translation to be roughly the same length as the original, one would not normally worry about counting characters. Let us try to ignore these complications also, and focus on cases of translation where the key point is just to convey the content of the source text.

Unfortunately, this is still a tall order, because languages do not always allow the same content to be expressed. There are many well-known cases where one language lacks a precise equivalent for a term in another. In English, one can be vague about the gender of a friend, without seeming evasive. This is harder in French, where one has a choice between terms for male ami and female amie. Conversely, it is hard in English to refer to a friend who is female without going too far (girlfriend ) or seeming to labour the point (female friend ). So let us be a little less ambitious, and ask for only approximately the same content.

Even so, translating is a difficult task. In particular, it is a creative task, for at least two reasons. First, translators are often expected to be able to coin translations of novel terms that appear in the source text. Second, translators are often required to act as cultural mediators, conveying to readers of the target language what may be obvious to readers of the source language. A very clear case of this occurs with the translation of religious texts (how should one translate “Man shall not live by bread alone” for readers for whom bread is an alien or exotic foodstuff?).

Computers are fundamentally just devices for following rules, mechanically and literally, albeit with considerable speed and precision. Rule following can produce to a kind of creativity, but not the kind of creativity required for these tasks. Coining a new piece of terminology is more a matter of inventing a rule than following a rule, and cultural mediation requires very sophisticated reasoning – one must not only be able to extract the meaning from a text, but also be able to think about what meaning a potential reader would extract. To avoid these problems, we should restrict ourselves to cases where readers of source and target text can be regarded as sharing the same culture and background knowledge (e.g. by being members of the same profession or scientific discipline), and where problems of novel terminology either do not arise or can be solved by a human in interaction with the computer.

The translation task we have now is one of taking a text written in one language and producing a text in another language with the same approximate content, where readers of the target text are expected to share the same knowledge and culture as the readers of the source text, where there are no problems due to new terminology, and where we expect a human translator to be involved in producing a polished result. For the most part, the aim of Machine Translation (MT) research over the last forty or so years has been to automate this process. Despite considerable progress, despite the fact that the aim has actually been achieved for some languages, and some restricted domains and text types, it still poses fundamental practical and theoretical problems.

At the root of these problems are four particular limitations of computers, namely, the inability of computers to: (i) perform vaguely specified tasks; (ii) learn things (as opposed to being told them); (iii) perform common sense reasoning; (iv) deal with some problems where there is a large number of potential solutions.

Precisely formulated rules are required because they must, ultimately, be interpreted in terms of the normal operations of computer hardware. Much of the difficculty of natural language processing in general, and MT in particular, arises from the difficulty of finding sufficiently precise formulations of intuitively very straightforward ideas like 'in English, the subject usually comes before the verb' (the really problematic word here is usually, of course). Moreover, regrettably, a precise formulation is not enough. There are problems for which rules can be formulated precisely, but for which solutions still cannot always be computed (any task that involves examining every member of an infinite set, for example).

Learning also poses fundamental problems from a computational perspective. There are several reasons for this, one of which is to do with the fact that it involves classification, which involves the notion of similarity, which is a vague notion, another being the fact that it involves genuine creativity (rule inventing, not rule following). There are learning algorithms for some tasks, but there is no general reliable procedure for learning the kinds of knowledge required for MT. In this area, what a computer needs to know, it must be told, in the form of explicit rules, written by humans.

The third problem is that computers cannot perform 'common sense' reasoning. There are several reasons for this, but perhaps the most serious is the fact that common sense reasoning involves literally millions of facts about the world (water is wet, men don't get pregnant, most people have two feet …). The task of coding up the vast amount of knowledge required is daunting. In practice, most of what we understand by common sense reasoning is far beyond the reach of modern computers.

The fourth fundamental dfficulty for computers arises even for precisely specified problems which do not involve learning. It is the problem of combinatorial explosion. Suppose there are a number of slots each of which can be filled in one of two ways (say, by a zero or a 1), and that we have to consider every way of filling the slots (the worst case). The number of possibilities very quickly becomes very big. There are two ways of filling one slot, four ways of filling two, and in general 2n ways of filling n slots. Every time we add a slot, we double the number of possibilities, and hence the amount of time required. Suppose that it takes 1 millisecond to consider one solution: ten slots involves 210 = 1024 possibilities, requiring just over a second. With 20 slots, the number of possibilities rises to 1; 048; 576, requiring over two hours. With 30 slots, the time goes up to 12 days, with 40 it goes up to over 34 years. Dealing with 41 slots would take over 64 years, which is too long for most humans to wait. Improvements to computer hardware are insignificant in the face of this sort of problem: buying a computer which is twice as fast as your present one allows you to deal with exactly one more slot in any given time.

The bad news, from an MT perspective, is that each of these limitations is relevant. Thus, a general, though not very revealing answer to the question we started with would be: Because it involves problems that resist an algorithmic solution (including common sense reasoning), learning, and combinatorially explosive tasks". In order to give a more systematic and revealing answer, we need to look at the various tasks involved in MT.

A number of different architectures have been proposed for MT systems. The easiest starting point is a so-called 'transfer' approach. Here translation involves three main tasks: analysis, where the source text is analyzed to produce to an abstract representation; transfer, where this representation is mapped to a similar representation of the target language text; synthesis, or generation, where the target representation is mapped to a target text.

The Analysis Problem The task of an analysis component is to take a source language text (e.g. a sentence), and produce an abstract representation | the idea being that it will be easier to translate from this representation than from an unstructured string of source language words. There will be different views on what sort of representation this should be (e.g. how abstract it should be), but it clearly must represent the content of the source text, since this is what the source text and its translation have in common.

The problem is to infer the content from the source text. There are two major diffiulties:

1) The source text will often contain sentences that are ill-formed, at least from the view point of the rules in an analysis component. Analysis components must be able to cope with this by being robust.

2) The source text will often be ambiguous, so it may be difficult to work out what content is intended: the form of the input under – determines its content.

The problem of ambiguity is that no matter how superficial the representations we decide to use for an MT system, it will generally be the case that one string of words can correspond to several different representations.

The examples in (1) involve lexical ambiguity.

(1) 
a. They are trying to design a better pen. (Writing implement or animal enclosure?)

b. Our Jimmy has grown another foot. (Limb, or unit of measurement?)

c. The post has arrived. (Delivery of mail, or piece of wood?)

The examples in (2) involve structural ambiguity – the indeterminacy of meaning is not due to any of the words, but to the different structures that can be assigned.

(2) 
a. Concern has been expressed about conditions in the factory near the river that was polluted last week.

b. The minister stated that the proposal was rejected yesterday.

c. Some young girls and boys have arrived.

d. Sam has joined a student film society.

Is it the river, or the factory that was polluted? What occurred yesterday, the rejection, or the minister's statement? Is this a film society for students, or a society for student films (cf. adult film society)? Are the boys young, or is it just the girls? The alternative interpretations (2) might be represented as (3).

(3)
a. the [ factory near [ the river ] that was polluted last week ].

b. the [ factory near [ the river that was polluted last week ]].

A very obvious and dramatic case of underspecification of content arises with pronouns, and other so-called anaphoric expressions. In an example like (4), one cannot tell who advocated violence: it might be the police, the women, or some other group that the speaker has mentioned earlier (or even a group that is being indicated in some other way).

(4) The police refused to let the women demonstrate because they advocated violence.
Turning to the problem of 'ill-formed' input, it is an unfortunate fact that ordinary written language, even the kind that has been carefully edited and prepared (like the contents of this book) abounds in errors of spelling, repeated words, transposed words, missing words, and what will appear to an analysis component to be errors of grammar. Solutions (at least partial solutions) to these problems are not hard to find. For example, if we fail to produce an analysis for a whole phrase or sentence, we may nevertheless have successfully analyzed parts of it, so we might try to hypothesis a missing word, or transpose a pair of words, and try to re-analyze, using the partial analyses that have been established. In a case like (5), we might just relax the requirement that a third person singular subject requires a particular verb form. Of course, such tricks are a long way from the exibility of human reader, which is based on an overall understanding of the text.

(5) The problems are interesting, but the solution (sic) leave something to be desired.

However, two points should be kept in mind. First, inserting words, trying permutations of words and so on are all potentially combinatorially explosive. Second, notice how dealing with ill-formed interacts with the problem of ambiguity. The obvious way to deal with a case such as (5) above, is to disregard the rules that enforce subject-verb agreement. But doing this generally will lead to increased ambiguity.

The Transfer Problem The task of a transfer component is to take the sort of abstract representation produced by the source language analysis component (call this a 'source Interface Structure' or 'source IS'), and produce something that can be input to the synthesis component of the target language (call this a 'target IS'). Obviously, the closer the two ISes, the easier this will be. The 'problem of transfer' is that they cannot be the same, because languages do not associate form and content in the same ways. 

(1)
a. I miss London.

b. Londres manques a moi.

A case of languages using radically different structures for roughly the same content can be seen in (2). Dutch (2 a) involves a construction with an 'impersonal' pronoun, Spanish (2b) uses a reflexive (cf 'Apples sell themselves here'), and English uses a passive construction. If the corresponding IS representations are as superficial as those above, some very complex transfer rules will be required.

(2) 
a. Men 
verkoopt 
hier appels.


One 
sells 

here apples


b. Se venden manzanas aqui.

self sell apples here

c. Apples are sold here.

The need for very complex rules can also arise when two languages have corresponding constructions (i.e. content is packaged similarly), but the constructions are subject to different grammatical restrictions. One example of this involves adjectives like difficult and easy and their translations in German. In (3a) the subject, Sam, is understood as one of the objects of the verb convince: compare It is easy to convince Sam. The German (3b) is structurally parallel, and expresses the same content.

(3) 
a. Sam is easy to convince.

b. Sam ist leicht zu uberzeugen.

Unfortunately, there are differences between this construction in English and German. One difference is that while in English the understood position can be any kind of object, in German it must be a direct object. Thus, a straightforward translation of (4a) produces the ungrammatical (4b). Instead, one must produce something like (4c), with a very different structure.

(4) 
a. Sam is easy to work with.

b. *Sam ist leicht mit zu arbeiten.

c. Es ist leicht  mit Sam zu arbeiten.

It is easy with Sam to work.

It is important to notice that even apparently small differences between languages can give rise to problems. In English, the idea of being hungry is expressed with an adjective, in German a noun is used, as in (5).

(5) 
a. I am hungry.

b. Ich habe Hunger

I have hunger

The Synthesis Problem The two aspects of the synthesis problem are actually instances of the last problem discussed in the previous section. There are typically many ways in which the same content can be expressed. In short: meaning under-determines form.

The first aspect of the problem that sometimes only one of the ways of expressing the content is correct. There seems to be no principled reason why one says What time is it? in English, rather than How late is it? or What is the hour? On the face of it, these would be equally good ways of expressing the same content. It is just that only one is idiomatic English. The solution to this problem may look simple – just keep a list of the contents that must be realized by these semi-fixed expressions, and stop rules applying to produce the correct, but unidiomatic alternatives. But this solution is not foolproof, precisely for the reasons discussed at the end of the previous section: there are many ways in which the content that one would like to realize as What time is it? Could turn up in an IS representation, so it will be hard to list them all.

The second aspect of the synthesis problem is in some ways the converse of the first. It occurs when there is no obvious way of selecting the right way to express the content. To take a very simple example, the content of (1) might be represented as (2):

(1) Sam saw a black cat.

(2) Seeing, by (Sam), of, cat, black, before now.
i.e. there is a seeing event, where Sam did the seeing, and the seen thing was a black cat, and the event occurred before now. This content can be expressed in English in many other ways:

(3) 
a. Sam saw a cat. It was black.

b. Sam saw something black. It was a cat.

c. Sam saw a cat which was black.

d. A black cat was seen by Sam.

f. Something happened in the past. Sam saw a cat.

g. There was a black cat. Sam saw it.

The problem is how to select among these alternatives. In part, this is just another combinatorial problem: there are just too many alternatives to consider. But a more serious is the problem that it is hard to know in general what one way of saying something better than another. The only reliable test is to read what has been produced, and see if it is clear, and would be clear to a potential reader. But this is certainly asking too much of a computer. We would be asking not only that it understand sentences, but also that it should be able to consider whether someone else would be able to understand them. Of course, one approach to this problem is to choose the output that is most similar to the source text. This is, in fact, one of the ideas behind a transfer-based approach.
Lesson 2
The comparison of available machine translation systems.
The most important aspects of MT is that it allows translators to concentrate on producing a high-quality target text. Perhaps then "machine translation" is not an appropriate term, since the machine only completes the first stage of the process. It would be more accurate to talk of a tool that aids the translation process, rather than an independent translation system.

The following is a relatively recent classification of some MT programs based on the results obtained from a series of tests that focused on errors and intelligibility in the target texts

	Translator
	Address
	Characteristics

	Alphaworks®
	http://www.alphaworks.ibm.com/aw.nsf/html/mt
	Translates English into seven languages; transfer method

	E-lingo®
	http://www.elingo.com/text/index/html
	Twenty pairs of languages available; transfer method

	Reverso®
	http://trans.voila.fr
	Thirteen pairs of languages available; transfer method

	Systran®
	http://www.systransoft.com
	Twelve pairs of languages available; direct transfer method

	Transcend®
	http://www.freetranslation.com/
	Eight pairs of languages available; direct transfer method


Analysis of Some Errors in Machine-translated Texts

For the purpose of analyzing errors in machine-translated texts, it is revealing to compare such a translation with that done by a human translator. An article from Le Monde Diplomatique has been chosen, as this is a newspaper that is originally written in French but which is then translated into 17 other languages. In this case we will compare the French to English translations produced by Systran, Reverso and a human translator.

Source text: Le Monde Diplomatique, September 2002

Depuis le 11 septembre 2001, l'esprit guerrier qui souffle sur Washington semble avoir balayé ces scrupules. Désormais comme l'a dit le président George W. Bush, "qui n'est pas avec nous est avec les terroristes".

	Systran
	Reverso
	Human translation

	Since September 11, 2001, the warlike spirit which blows on Washington seems to have swept these scruples. From now on, like said it the president George W Bush, "which is not with us is with the terrorists". (37 words)
	Since September 11, 2001, the warlike spirit which blows on Washington seems to have swept (annihilated) these scruples. Henceforth, as said it the president George W. Bush, "which (who) is not with us is with the terrorists". (35 +2 words)
	Since 11 September 2001 the warmongering mood in Washington seems to have swept away such scruples. From that point, as President George Bush put it, "either you are with us or you are with the terrorists." (36 words)


Task № 1: Make up the similar chart comparing the work of two available MT systems with human translation.Take the source text from Ukrainian speaking magazins or newspapers.
The first point to be made is that MT is a translation method that focuses on the source language, while human translation aims at comprehension of the target language. Machine translations are therefore often inaccurate because they take the words from a dictionary and follow the situational limitations set by the program designer. Various types of errors can be seen in the above translations.

Errors that change the meaning of the lexeme

1) Words or phrases that are apparently correct but which do not translate the meaning in context:

a) Original: l'esprit guerrier

Systran: the warlike spirit

Reverso: the warlike spirit

HT: the warmongering mood

2) Words without meaning:

a) Original: comme l'a dit le président George W. Bush

Systran: like said it the president George W. Bush

Reverso: as said it the president George W. Bush

HT: as President George Bush put it

Although Reverso’s translation is not completely correct, it translates comme into “as”, which is the correct choice for this context.

Errors in usage

1) The translation is understandable in that the MT produces the meaning but does not respect usage:

a) Original: semble avoir balayé ces scrupules

Systran: seems to have swept these scruples

Reverso: seems to have swept (annihilated) these scruples

HT: seems to have swept away such scruples

b) Original: qui n'est pas avec nous est avec les terroristes

Systran: which is not with us is with the terrorists

Reverso: which (who) is not with us is with the terrorists

HT: either you are with us or with the terrorists

Task № 2: Make the analysis of your translations from Task 1 as shown above

Self-study work 3
Quality of machine translation

Read the extracts from article by R.Fiederer and Sh.O’Brien [13] and be ready to answer the questions:

1) What is CL (controlled language)?

2) What is NTI? What role does it play in the MT evaluation?

3) What are the most obvious tests of MT output quality? Explaine in your own words.
4) Translation sentences from English into Ukrainian and from Ukrainian into English with the help of available MT. Analyze the quality of the transaltion interms of clarity, accuracy and style. State the NTIs discocered in the target sentences.

As the interest in, and demand for, MT increases, it is reasonable to assume that translators who work in technical domains will be increasingly required to interact with MT and, yet, research into the topic within Translation Studies is still quite limited. Published research on the topic of MT itself is plentiful but appears at the moment to be focused more on computational and empirical research, such as statistical methods in MT and automatic evaluation of output.  It is important for translators to both keep abreast of developments in this area and to actively contribute to it so that the translation community can engage with technological demands and provide well-informed feedback to system developers, end users and translation customers.

If MT is used for “gisting” purposes, then often no post-editing is required unless, of course, the user would like to see a more polished version of the output. However, when MT is used for publication purposes, then some level of post-editing is normally required. Another method for improving MT output is to apply Controlled Language (CL) rules to the source text in order to reduce ambiguities and complexity. CL rules generally make the source text input more suitable for MT by reducing sentence length, eliminating problematic features such as gerunds, long noun phrases, ambiguous anaphoric referents and so on. Such features are often termed “Translatability Indicators” or, more precisely, “Negative Translatability Indicators” (NTIs for short). It has been shown by several researchers that the use of CL rules can have a positive impact on MT output. The influence of CL on the quality of MT output is an important topic in this paper and will be discussed further in the Data Analysis section.
In a previous study by one of the authors of this paper using an English software user manual translated into German by the IBM WebSphere MT engine, the effect of CL rules on temporal, technical and cognitive post-editing effort was measured  and the findings were that post-editing effort can be reduced by removing NTIs from the source text. The removal of NTIs involved making sure that the selected sentences did not contain any of 29 selected NTIs (e.g. sentences over 25 words, passive voice etc), and that was the extent of the editing on the selected sentences. In that study, it was also found that the removal of some NTIs had a greater impact on post-editing effort than the removal of others. One question which is close to the heart of language professionals remained unanswered by this study: how does the quality of the post-edited product compare with the quality of human translation? We assume that many language professionals would predict that the product of machine translation combined with post-editing is inferior in quality to the human translated product. This paper investigates that assumption in both a qualitative and quantitative manner by conducting a comparative evaluation of quality for sentences produced by MT and subsequently post-edited and sentences that have been translated by humans. In both scenarios, the work was completed by experienced professional translators who were paid for their time.

Before discussing our methodology and results, we will first give some consideration to the topic of MT evaluation. As this is a broad topic, we will restrict our discussion to what we feel is relevant for the study described here.

MT Evaluation Much has been written about the evaluation of MT output. In the early years of MT evaluation, human evaluators were necessarily involved in the exercise. However, the use of human judges invariably brings with it a number of issues, not least of which are subjectivity, cost and time. In an effort to eliminate these issues, automated evaluation metrics have been developed. The main presupposition behind them, for example, is that the closer MT output is to a professional human translation, the better it is. This closeness is measured numerically. On the one hand, it has been demonstrated that such automated metrics correlate well with human judgments and yet other researchers have claimed that perceived correlations may not be as high as previously thought. As researchers work with these metrics, we may well see a development in the not-too-distant future where MT systems will only be evaluated by automated metrics. Somewhat ironically, measures such as BLEU still require human input because the metric compares MT output with so-called “gold standard” human translations.

Most research on MT evaluation is concerned with evaluating raw MT output rather than post-edited text, as is the case in our study. It is our contention that a comparison of raw MT output with the final version of a human translation is an unequal comparison. Rather, post-edited MT output ought to be the basis for comparison with human versions.

The most obvious tests of the quality of a translation are:

• Fidelity or accuracy: the extent to which the translated text contains the “same” information as the original;

• Intelligibility or clarity: the ease with which a reader can understand the translation;

• Style: the extent to which the translation uses the language appropriate to its content and intention.

Clarity is an obvious and fundamental criterion for evaluating translation quality, and therefore constitutes the first parameter in our evaluation framework. Evaluators were guided in their interpretation of clarity by the provision of the following question: How easily can you understand the translation?

Obviously, translated text might be easily understood, but it may not be an accurate representation of the source text. Therefore, the second criterion chosen was accuracy, sometimes used synonymously with fidelity. We opted to use the term accuracy, simply because it would be confusing for evaluators to be confronted with two terms. Scoring for accuracy is normally done in combination with (but after) scoring for intelligibility. As much of the literature on MT evaluation includes accuracy as a parameter, it forms a vital part of this research too. As with the parameter clarity, evaluators were given guidance on their interpretation of this parameter through the question and possible answers: To what extent does the translation contain the “same” information as the source text? And If the sentence contains instructions, do you think someone using the translation could carry out the instructions as well as someone using the original?

The third and last chosen criterion was style. As already mentioned, style rarely occurs as a parameter in MT evaluations. Given that our aim was to compare human translation quality with machine translation and postediting quality, we felt that the inclusion of style as a parameter was justified. Translators are naturally reluctant to be responsible for what they consider an inferior product. Their instinct is to revise MT output to a quality expected from human translators, and they are as concerned with ‘stylistic’ quality as with accuracy and intelligibility. This provided us with further impetus to include style in the evaluation framework. Again, the evaluators were guided by some questions: Is the language used appropriate for a software product user manual? Does it sound natural and idiomatic? Does it flow well?

According to trhe study the following NTIs were discofered:

· Slang (two instances)

· Missing relative pronoun
· Abbreviation (two instances)

· Gerund (six instances)

· Ambiguous coordination due to ellipsis
· Post-modifying adjectival phrase
· Missing relative pronoun + finite verb "which is" or "that is"
· Misspelling
· Not an independent syntactic unit (two instances)

· Ambiguous non-finite verb phrase
· Problematic punctuation
· Missing “in order (to)”

Individual lesson 1
Optimising machine translation efficiency
Different approaches can be taken to optimise MT efficiency:

· Human interaction either before (pre-editing), during, or after (post-editing) MT,

· Controlled Language (CL),

· MT combined with Translation Memory (TM) systems,

· Dictionary building and updating.
The importance of post-editing as well as dictionary building and updating are the aspects considered to optimise the back-end of the MT process. Pre-editing, which itself is an additional variable, and TM systems, which could further improve translation quality, will not be addressed in this lesson. Nevertheless, a very brief explanation of the four remaining possibilities will be outlined in this lesson to present a general overview.

Pre-editing is understood as the process of identifying problems and, where necessary, editing the source text (ST) before translating it so that any strings of text that an MT system will have problems with are highlighted and removed or modified in advance. The final aim is to achieve better human readability and clarity of the source language (SL) text, as well as better computational processing or translatability, especially by translation systems. Pre-editing may be used to ensure that a ST conforms to a given Controlled Language.

A Controlled Language (CL), by definition, is a subset of a natural language whose grammar and dictionaries have been restricted to reduce or eliminate ambiguity and complexity in texts written in that CL, whether they are processed by machine or read by humans only.

Human-machine interaction during the translation process is particularly important in those cases where the system suspends its processing to ask the user for clarification of an ambiguity in the ST or for a decision regarding a possible choice for the TT. This uncertainty is commonly associated with difficulties that occur at lexical or syntactic levels.

Combining MT with TM systems in environments where HT is also implemented. Recent studies are trying to join “the best of two worlds” as, it seems that, they are complementary: Integrating MT into TM means that there is a translation proposal for each sentence in the source document. With properly internationalised and structured documents, linguists will primarily perform minor to modest post-editing instead of translating from scratch. Many companies are successfully combining these two technologies for most of the translation projects.

Post-editing of machine-translated texts “Post-editing” as a step or set of steps in an overall translation process, is the term used for editing, modifying and/or correcting machine-translated texts. In general, MT PE is a type of translation service that is offered as an optional parallel process to HT. TM tools can further be added to either the HT or the MT process. The implementation of MT is increasing over time for certain types of translated documents, and for certain organisations. However, this term has occasionally been used in a different manner to describe the process of cleaning up scanned optical character recognition (OCR) texts or even for the practice of reviewing texts compiled through TM processes. Our use of the term “post-editing” in this lesson is limited only to the task of editing, modifying and/or correcting raw MT output.

[image: image1.emf]
MT is not equivalent to HT, but it adds a range of options that should not be underestimated. MT software can be particularly useful depending on the intended purpose(s) of the translation(s). See Fig. MT for different purposes
1. MT can sometimes be used to present rough translations for information only. This practice is known as “inbound translation”, MT for acquisition, indicative translation, MT for assimilation and translation to understand. In this case, grammatical errors or a neutral style are accepted, provided the message of the TT is readable and comprehensible. Within this translation approach, there are two different uses of MT systems:

a) MT without any PE: the translation obtained is known as content “gisting”, browsing or scanning;

b) On the other hand, MT can be followed by rapid post-editing (RPE) to correct the most serious errors so as to give reasonable comprehensibility and accuracy, but without any guarantee of quality. To save time and to convey faithfully the information content of the ST is the main objective of this type of PE, which does not consider modifications in style. The specificity of RPE is that it is usually focused on texts with a short life span. Therefore, the “perishability” of a document is the factor that determines how much information needs to be corrected. The post-editing of machine translation seeks to strike the right balance between time, quality, and available capacity. Applied to the right types of text, it offers a pragmatic approach to three main areas of concern: increased productivity, effective use of existing tools and reduced costs.

2. In other cases, MT systems can be used for translation for publication processes, known as “outbound translation”, translation for dissemination and translation to communicate, by creating a preliminary draft of a text. This draft can be edited further by minimal post-editing (MPE) or even by full post-editing (FPE) when high-quality translation is requested.

a) Minimal post-editing (MPE) also known as partial post-editing, is the term used in industries such as the automotive and heavy-machinery industries, and it is used for texts that have a long life span. Due to the nature of these texts, (mainly technical documents used for machine operation and servicing, and usually read in a non-linear fashion), cohesion is only important for those sections that need to be read and followed at a given moment. Since the reader needs to follow a set of instructions, it is possible to limit the number and types of PE changes to those that will make a procedural text the most comprehensible possible in the least amount of time.

b) Full post-editing (FPE) is the most complete of all levels of PE and it seems to be the most controversial as well. This is due to the fact that, in terms of quality, final MT output must be indistinguishable from HT. It is very common to read that FPE takes as long as, or longer than HT. This interesting and challenging claim will be of particular significance in our work.

c) Another possibility is the use of MT for outbound translation where automatic translations from specific sub-domains and/or text types offer an accuracy of 90% or 80%. In these specific cases, 10% or 20% of the documentation will be post-edited to achieve the expected 100% accuracy in the TT.

Although there are different types of PE serving different purposes, as already explained, the distinctions between these levels and the changes to be made are not entirely clear. The criteria for the actual PE task are not properly defined and PE guidelines are urgently needed. This lack of clarity is the reason why sometimes FPE is performed despite the fact that, at times, only rapid or minimal PE is required.

Post –editing skills are developed gradually; the level of comfort is greatly increased at the end of 100,000 words, the equivalent of a month of full-time post-editing”. A post-editor should be a near native of the SL and a native speaker of the TL, with knowledge of the subject area, related terminology, and text type, qualified in the IT sector with good word processing skills, able to use macros and to code dictionaries, a tolerant professional with a positive predisposition towards MT, confident in his/her translation ability and technical expertise.

MODULE 2

PROBLEMS AND PERSPECIVES OF MACHINE TRANSLATION

Lecture 4

Techniques of representation information and its processing

Human Translators actually deploy at least five distinct kinds of knowledge:

· Knowledge of the source language.

· Knowledge of the target language. This allows them to produce texts that are acceptable in the target language.

· Knowledge of various correspondences between source language and target language (at the simplest level, this is knowledge of how individual words can be translated).

· Knowledge of the subject matter, including ordinary general knowledge and ‘common sense’. This, along with knowledge of the source language, allows them to understand what the text to be translated means.

· Knowledge of the culture, social conventions, customs, and expectations, etc. of the speakers of the source and target languages. This last kind of knowledge is what allows translators to act as genuine mediators, ensuring that the target text genuinely communicates the same sort of message, and has the same sort of impact on the reader, as the source text. Since no one has the remotest idea how to represent or manipulate this sort of knowledge, we will not pursue it here — except to note that it is the lack of this sort of knowledge that makes us think that the proper role of MT is the production of draft or ‘literal’ translations.

Knowledge of the target language is important because without it, what a human or automatic translator produces will be ungrammatical, or otherwise unacceptable. Knowledge of the source language is important because the first task of the human translator is to figure out what the words of the source text mean (without knowing what they mean it is not generally possible to find their equivalent in the target language).

It is usual to distinguish several kinds of linguistic knowledge:
· Phonological knowledge: knowledge about the sound system of a language, knowledge which, for example, allows one to work out the likely pronunciation of novel words. When dealing with written texts, such knowledge is not particularly useful. However, there is related knowledge about orthography which can be useful. Knowledge about spelling is an obvious example.

· Morphological knowledge: knowledge about how words can be constructed: that printer is made up of print + er.

· Syntactic knowledge: knowledge about how sentences, and other sorts of phrases can be made up out of words.

· Semantic knowledge: knowledge about what words and phrases mean, about how the meaning of a phrase is related to the meaning of its component words.

Some of this knowledge is knowledge about individual words, and is represented in dictionaries. For example, the fact that the word print is spelled the way it is, that it is not made up of other words, that it is a verb, that it has a meaning related to that of the verb write, and so on.

In general, syntax is concerned with two slightly different sorts of analysis of sentences. The first is constituent or phrase structure analysis—the division of sentences into their constituent parts and the categorization of these parts as nominal, verbal, and so on. The second is to do with grammatical relations; the assignment of grammatical relations such as SUBJECT, OBJECT, HEAD and so on to various parts of the sentence. We will discuss these in turn.

Sentences are made up of words, traditionally categorised into parts of speech or categories including nouns, verbs, adjectives, adverbs and prepositions (normally abbreviated to N, V, A, ADV, and P). A grammar of a language is a set of rules which says how these parts of speech can be put together to make grammatical, or ‘well-formed’ sentences.

For English, these rules should indicate that (1a) is grammatical, but that (1b) is not (we indicate this by marking it with a ‘*’).

(1) a. Put some paper in the printer.

b. *Printer some put the in paper.

Here are some simple rules for English grammar, with examples. A sentence consists of a noun phrase, such as the user followed by a modal or an auxiliary verb, such as should, followed by a verb phrase, such as clean the printer:

(2) The user should clean the printer.

A noun phrase can consist of a determiner, or article, such as the, or a, and a noun, such as printer (3a). In some circumstances, the determiner can be omitted (3b).

(3) a. the printer

b. printers

‘Sentence’, is often abbreviated to S, ‘noun phrase’ to NP, ‘verb phrase’ to VP, ‘auxiliary’ to AUX, and ‘determiner’ to DET. This information is easily visualized by means of a labelled bracketing of a string of words, as follows, or as a tree diagram, as in Figure 1.

(4) a. Users should clean the printer.
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Figure 1. A tree structure for a simple sentence


NP and VP can contain prepositional phrases (PPs), made up of prepositions (on, in, with, etc.) and NPs:

(5) a. The printer stops on occasions .

b. Put the cover on the printer .

c. Clean the printer with a cloth .

Traditional grammar distinguishes between phrases and clauses. The phrases in the examples above are parts of the sentence which cannot be used by themselves to form independent sentences. Taking The printer stopped, neither its NP nor its VP can be used as independent sentences:

(7) a. *The printer

b. *Stopped

By contrast, many types of clause can stand as independent sentences. For example, (7a) is a sentence which consists of a single clause — The printer stopped. As the bracketing indicates, (7b) consists of two clauses co-ordinated by and. The sentence (7c) also consists of two clauses, one (that the printer stops) embedded in the other, as a sentential complement of the verb.
(7) a. [S The printer stopped]

b. [S [ S The printer stopped] and [S the warning light went on]].

c. [S You will observe] [S that the printer stops]].

There is a wide range of criteria that linguists use for deciding whether something is a phrase, and if it is, what sort of phrase it is, what category it belongs to. As regards the first issue, the leading idea is that phrases consist of classes of words which normally group together. If we consider example (2) again (The user should clean the printer), one can see that there are good reasons for grouping the and user together as a phrase, rather than grouping user and should. The point is the and user can be found together in many other contexts, while user and should cannot.

(9) a. A full set of instructions are supplied to the user .

b. The user must clean the printer with care.

c. It is the user who is responsible for day-to-day maintenance.

d. *User should clean the printer.

As regards what category a phrase like the user belongs to, one can observe that it contains a noun as its ‘chief’ element (one can omit the determiner more easily than the noun), and the positions it occurs in are also the positions where one gets proper nouns (e.g. names such as Sam). This is not to say that questions about constituency and category are all clear cut. For example, we have supposed that auxiliary verbs are part of the sentence, but not part of the VP. One could easily find arguments to show that this is wrong, and that should clean the printer should be a VP, just like clean the printer, giving a structure like the following, and Figure 2.

(10) a. [S [NP [N Users]] [ VP [AUX should] [V clean] [NP [DET the][N printer]]]
Moreover, from a practical point of view, making the right assumptions about constituency can be important, since making wrong ones can lead to having to write grammars that are much more complex than otherwise. For example, suppose that we decided that determiners and nouns did not, in fact, form constituents. Instead of being able to say that a sentence is an NP followed by an auxiliary, followed by a VP, we would have to say that it was a determiner followed by an noun, followed by a VP. This may not seem like much, but notice that we would have to complicate the rules we gave for VP and for PP in the same way. Not only this, but our rule for NP is rather simplified, since we have not allowed for adjectives before the noun, or PPs after the noun. So everywhere we could have written ‘NP’, we would have to write something very much longer. In practice, we would quickly see that our grammar was unnecessarily complex, and simplify it by introducing something like an NP constituent.
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	Figure 2. An alternative analysis


For convenience linguists often use a special notation to write out grammar rules. In this notation, a rule consists of a ‘left-hand-side’ (LHS) and a ‘right-hand-side’ (RHS) connected by an arrow (→ ):

	S → NP (AUX) VP

VP → V (NP) PP*

NP → (DET) (ADJ) N PP*

PP → P NP

N → user, users

N → printer, printers
	V → clean

V → cleans

AUX → should

DET → the

DET → a

P → with


The first rule says that a Sentence can be rewritten as (or decomposes into, or consists of) an NP followed by an optional AUX, followed by VP (optionality is indicated by brackets). Another rule says that a PP can consist of a P and an NP. Looked at the other way, the first rule can be interpreted as saying that an NP, and AUX and a VP make up a sentence. Items marked with a star (‘*’) can appear any number of times (including zero)—so the second rule allows there to be any number of PPs in a VP. The rules with ‘real words’ like user on their RHS serve as a sort of primitive dictionary. Thus the first one says that user is a noun, the fifth one that clean is a verb. Since the NP rule says that an N by itself can make up an NP, we can also infer that printers is an NP, and since (by the VP rule) a V and an NP make up a VP, clean printers is a VP. Thus, a grammar such as this gives information about what the constituents of a sentence are, and what categories they belong to, in the same way as our informal rules at the start of the section.
Representing information about grammar in the form of grammar rules is useful in two ways in MT. First, as will become clear in the Chapter 4, it is possible to use the sort of linguistic representation that the rules provide to get simpler, and better descriptions of what is involved in translation, by abstracting away from some superficial differences between languages – as we have noted the abstract representations of sentences in different languages are often more similar than the sentences themselves. But one can also use such representations as the basis for still more abstract representations of meaning. Working out the meaning of sentences is an important part of the translation process for human translators, and the ability to work out the meaning — to ‘understand’ (in some sense) the source text would allow an MT system to produce much better translations. This may sound an impossible task, and perhaps at some level it is. However, there is another, less ambitious, level where automatic ‘understanding’ is possible.

It is useful to think of ‘understanding’ as involving three kinds of knowledge:

· Semantic knowledge. This is knowledge of what expressions (individual words and sentences) mean, independent of the context they appear in.

· Pragmatic knowledge. This is knowledge of what expressions mean in situations and particular occasions of use.

· Real world, or common sense knowledge.

Consider the following example:

(11) The user may prefer to clean the printer every week with a non-corrosive fluid. Do not use abrasive or corrosive solvents, as this may harm its appearance.

One thing that is involved in understanding the meaning of this is working out the different semantic relations that the different NPs have to the predicates. For example, a non-corrosive fluid is understood as an instrument to be used in cleaning, every week indicates the time period in which the cleaning should be repeated, the printer denotes the thing to be cleaned, and the user denotes both the entity that has a preference, and which performs the cleaning.

This is semantic information, because it is information that this sentence would convey on any occasion of use. However, recovering this information is not enough to ‘understand’ the example. One must also be able to work out that these sentences— or at least the second sentence — is to be understood as a warning not to do something. In this case, the form of the sentence is a fairly clear guide to this, but this is not always so.

For example, sentences that are interrogative in form are often requests for information, but it is quite possible for such sentences to be interpreted as offers, requests for action, warnings, or as assertions (i.e. as giving information). This last case is what is called a rhetorical question; the following interrogatives might be interpreted in some of the other ways, depending on the context.

(12) a. Would you like some cake?

b. Don’t you think it is cold in here?

c. Can’t you see what you are doing to that printer?

Of course, the key words here are ‘depending on the context’. Working out, for example, that (12b) is interpreted as a request for the speaker to close a window depends on many things in the context where it is uttered (it might also, for example, be a comment on the social atmosphere). The sort of knowledge of social and linguistic conventions involved here is part of what is normally thought of as pragmatic knowledge.

Individual lesson 2

Linguistic problems of machine translation

The task of instructing a machine how to translate from one language it does not and will not understand into another language it does not and will not understand presents a real challenge for structural linguists, in that their thesis that language can be exhaustively described in non-referential terms undergoes here an expcrimentum crucis. If, in a translation program, some step has to be taken which directly or indirectly depends upon the machine's ability to understand the text on which it operates, then the machine will simply be unable to make this step, and the whole operation will come to a full stop. We can speak of four specific problems, of which the only obvious common feature is the decisive role which they play in machine translation.

Machine translation systems usually make errors on the following language levels: morphological, word-forming, lexical and semantic, phraseological, syntactical. The Chart below shows different types of errors and their analysis based on the journalistic texts.

Types of errors and their analysis

	Error type
	Example

	Reasons

	Morphological
	1) Faced with a corporate crisis, it's the PR team that the CEO will increasingly call in first.

MT: Стикаючись з корпоративною кризою, це - команда PR, яку CEO все більше і більше назве в першому.

Postediting: Стикаючись з корпоративною кризою, генеральний директор буде викликати спочатку команду по роботі з громадськістю.
2) To protect its corporate image, Nike responded with a well-publicised 'greening' of the company.

MT: Для захисту свого корпоративного іміджу, Nike відповів з широкого розгласу «озеленення» компанії.

Postediting: Для захисту свого корпоративного іміджу, Nike відповів з добре розрекламованим «озелененням» компанії.
	СМП не ідентифікує морфему у процесі віртуального членування слова. При цьому комп'ютер або переносить слово в його оригінальному написанні в текст перекладу, або транслітерує.



	Word-forming
	1) I still wonder what happened to that happy-go-lucky semi-thug who used to hang out with drug dealers on dimly-lit street corners.

MT: Я до сих пір цікаво, що трапилося з цим безтурботний напів-бандит, який використовував, щоб бовтатися з наркоторговцями на слабо освітлених вулицях.

Postediting: Мені досі цікаво, що трапилося з тим безтурботним бандитом, який, бувало, бовтався з наркоторговцями слабо освітленими вулицями.

2) …what we are now increasingly seeing is highly paid project teams created for particular assignment for a specific period of time.
MT: що ми зараз спостерігаємо все більш високооплачуваних проектні групи створюються для конкретного завдання протягом певного періоду часу.
Postediting: що ми зараз все більше спостерігаємо – це високооплачувальні проектні групи, створенні для конкретного завдання на певний період часу
	СМП не ідентифікує, з яких саме морфем складається слово або не може підібрати потрібні морфеми для утворення слова, при цьому слово граматично не узгоджується з іншими словами у реченні (відмінювання іменників, рід прикметників тощо) 

	Semantic
	1) If we can admit that yes, people can be mean, grandma does have a drinking problem, divorce is painful, we allow children to trust their gut.

MT: Якщо ми можемо визнати, що так, люди можуть сказати, бабуся дійсно є проблеми з алкоголем, розлучення є болючим, ми дозволяємо дітям довіряти свої кишки.

Postediting: Якщо ми можемо визнати, що так, люди можуть бути поганими, бабуся дійсно має проблеми з алкоголем, розлучення є болючим, ми дозволяємо дітям довіряти своїм внутрішнім інстинктам.

2) By imposing wildly different rates of tax on otherwise homogeneous commodities like petrol, governments distort prices even further.

MT: Встановлюючи дико різні ставки податку на інше однорідні товари, такі як бензин, уряди спотворюють ціни ще більше.

Postediting: Встановлюючи зовсім різні податкові ставки на однорідні товари, такі як бензин, уряди викривляють ціни ще більше.
	СМП не розрізняє значення слова. При даному виді помилки полісемічне слово має правильну граматичну форму, але не є еквівалентним у даному контексті. 

	Phraseological
	1) I don’t remember people getting the third degree because they decided to wear brown shoes instead of black.

MT: Я не пам'ятаю, щоб люди отримували третю ступінь, тому що вони вирішили носити коричневі туфлі замість чорних.

Postediting: Я не пам'ятаю, щоб людям влаштовували суровий допит, тому що вони вирішили носити коричневі туфлі замість чорних.

2) When Philip Morris knocked 40c off a packet of Marlboro, $47-and-a-half billion was instantly wiped off the market value of America's top twenty cigarette manufacturers. Lesser brands went to the wall.
MT: Коли Філіп Морріс постукав 40с від пакета Marlboro, $47 із половиною мільярдів миттєво стерли ринкову вартості першої двадцятки  американських виробників сигарет. Малі бренди підійшов до стіни.

Postediting: Коли Філіп Морріс знизив вартість пакету Мальборо на  40 центів, $47 із половиною мільярдів миттєво стерли ринкову вартість першої двадцятки  американських виробників сигарет. Менш відомі бренди збанкрутіли.
	Помилка на фразеологічному рівні виникає, коли СМП не може підібрати відповідну фразеологічну єдність або через відсутність її еквіваленту у базі даних, або через неможливість правильно її відтворити, або обирає з бази даних одне з багатьох значень цього фразеологізму, яке не є еквівалентом у даному контексті (останнє в основному стосується фразових дієслів)

	Syntactical
	1) But the budding entrepreneur is more likely to be an outsider, a troublemaker, a rebel who drops out of college to get a job, discovers a flair for building companies from nothing, gets bored quickly and moves on.

MT: Але починаючий підприємець, найімовірніше, буде аутсайдером, баламут, бунтівник, який кидає коледж, щоб отримати роботу, виявляє схильність до будівельних компаній з нічого, набридають швидко і йде далі.

Postediting: Але починаючий підприємець, найімовірніше, є аутсайдером, баламутом, бунтівником, який кидає коледж, щоб отримати роботу, виявляє схильність до побудови компаній з нічого, їм це швидко і вони йдуть далі.
	Неадекватний переклад зумовлений відсутністю співвідносин різних рівнів тексту або різних граматичних категорій.


Self-study work 4

Analysis of machine translation linguistic
Translate the following extracts with the help of available on-line machine translation sysyems (Google, Yandex, Pragma etc.)

Analyse morphological, word-forming, lexical and semantic, phraseological, syntactical mistakes. Complete the chart.

	Error type
	Example
	Postediting

	
	
	

	
	
	

	
	
	


For me, education was the rabbit hole through which I escaped the underclass. I squeezed my 300-pound frame through that hole expecting others to follow, and instead I find myself in a strange new land, mostly alone, and wondering at this new life.
It's odd to educate oneself away from one's past. As an African-American male, I now find myself in a foreign world. Like steam off of a concrete sidewalk, my street cred is evaporating away, but I don't fight it anymore. Letting go of the survival tools I needed on the street was a necessary transaction for admittance to a better life.
I believe people have become tighter, meaner and less tolerant than ever. I never remember people being so uncool. I don’t remember people getting the third degree because they decided to wear brown shoes instead of black. If you get too close to someone on the road, they want to get out and shoot you for possibly hitting their car. What’s wrong with these people?
Many people think they are protecting children when they spare them the truth. I disagree. I believe children possess an enviable ability to cope with and make sense of what even adults find confounding; they can accept the unacceptable in a way that astonishes me.
When we are honest with children, we also validate their intuition. If we can admit that yes, people can be mean, grandma does have a drinking problem, divorce is painful, we allow children to trust their gut. They can begin to recognize and rely on their own inner voice, which will speak to them throughout their lives.

Kids also have an uncanny sense of when something is up: They know a fake smile when they see one, they realize when we’re uneasy, they can tell when we’re lying.
Yet in spite of the efforts of the corporate heavyweights to win market share, when it comes to fast-moving consumer goods, more and more consumers are switching to the supermarkets' own-label products. And brand loyalty is fast becoming a thing of the past.
Brandstretching is another way in which the household names are fighting back. By putting their familiar trademark on attractive and fashionable new products, companies can both generate additional revenue and increase brand-awareness, hence Pepsi Maxwear, Virgin Cola, Camel Adventure Gear clothing and even jewellery by Cadbury! The high-life image suits companies like Philip Morris, for whom, as the restrictions on tobacco ads get tougher, brandstretching is the perfect form of subliminal advertising.
There was a time when PR was just about a couple of well-timed press releases, a sponsored event and the occasional television interview. Not anymore. In the media age, the new generation of PR professionals can often make or break a company's reputation. Faced with a corporate crisis, it's the PR team that the CEO will increasingly call in first.
For instance, most Americans will insist on the hard sell. It's not enough that you want to buy their products, you must let them sell them to you. They have to report back to superiors who will be as interested in how the deal was struck as the result. Systems and procedures matter to Americans.
Self-stu work 5
Evaluating Machine Translation Systems

Read the following article and single out the aspects of evaluation of a machine translation system.

The evaluation of MT systems is a complex task. This is not only because many different factors are involved, but because measuring translation performance is itself difficult. The first important step for a potential buyer is to determine the translational needs of her organization. Therefore she needs to draw up a complete overview of the translational process, in all its different aspects. This involves establishing the size of the translation task, the text type of the material and its form (is it machine readable and if so, according to which standards). It also involves considering organizational issues, e.g. the tasks of each member of staff concerned in some way with translation. With that information at hand she can start to investigate what the consequences of the purchase of an MT system would be. These are some of the factors to keep in mind:
Organizational Changes Incorporating an MT system into the translation process will impact upon both the process and the personnel involved. There will be consequences for system administrators and support staff, but above all for the translators themselves, whose tasks will change significantly. Whereas before they will probably have spent the major part of their time actually translating or editing human translations, they will now find themselves spending a lot of time updating the system’s dictionaries and post-editing the results of machine translation. There may also be a need to build automatic termbanks. Translators will need to receive training in order to perform these new tasks adequately. It is important that the personnel support the changeover to MT. They may not always be aware of the fact that MT can lead to more job satisfaction among translators since MT systems are particularly efficient at tedious, repetitive tasks whereas more challenging translation work often still needs to be done by the human translators. If translators in an organization have decided for some reason or other that they do not want to work with MT, imposing it on them is guaranteed to produce poor results.
Technical environment We have emphasised right from the start that success depends in part on MT being effectively incorporated as part of a wider document preparation process inside an organization. Smooth handling of text throughout the whole process will prevent unnecessary delays. The MT engine and the document system may well come from different suppliers but they must adhere to the same standards and formats for textual material.

Bear in mind that good document preparation facilities in themselves can improve translator productivity. A decade or so ago much of the productivity increase claimed by some vendors of smaller MT systems could be attributed to their providing rather good multi-lingual word processing facilities, at a time when many translators used only an electric typewriter. Some MT vendors still supply a whole MT system package where the engine is inextricably wrapped up with some specialised word processing and text-handling tool unique to that particular system. This is undesirable on two counts: first, if you are already familiar with a good multi-lingual word processor, little is gained by having to learn another which does much the same things; second, it is likely that an MT vendor’s home-grown text-processing facilities will be inferior to the best independent products, because most of the effort will have gone into developing the translation engine.
Engine Performance: Speed In some circumstances, the speed at which the engine churns out raw translated text won’t actually be crucial. If the system requires interaction with the translator whilst it is translating, then of course it should not amble along so slowly as to to keep the translator waiting all the time. But if it is functioning without direct interaction, it can proceed at its own pace in the background whilst the translator gets on with other jobs such as post-editing or hand translation of difficult material. This aspect also depends on the user’s translational needs: if the user’s material requires 15 hours daily on a fast MT system and 20 on a slower one, no one will notice the difference if the system is running overnight.

Of course, there are situations where the quick delivery of translation output is essential. But in general, slow speed is the one component of MT performance of which upgrading is relatively easy: by buying some faster hardware for it to run on.
Engine Performance: Quality This is a major determinant of success. Current general purpose commercial MT systems cannot translate all texts reliably. Output can sometimes be of very poor quality indeed. We have already mentioned that the post-editing task (and with it the cost) increases as translation quality gets poorer. In the worst case, using MT could actually increase translation costs by tying up translators in editing and maintenance tasks, ultimately taking up more time than would have been required to produce translations entirely by hand. Because of its enormous influence on the overall translation cost, translation quality is a major aspect in MT evaluation.
So how do we evaluate a system? Early evaluation studies were mainly concerned with the quality of MT. Of course, assessing translation quality is not just a problem for MT: it is a practical problem that human translators face, and one which translation theorists have puzzled over. For human translators, the problem is that there are typically many possible translations, some of them faithful to the original in some respects (e.g. literal meaning), while others try to preserve other properties (e.g. style, or emotional impact).
In MT, the traditional transformer architecture introduces additional difficulties, since its output sentences often display structures and grammar that are unknown to the target language. It is the translator’s task to find out what the correct equivalent is for the input sentence and its ill-formed translation. And, in turn, the evaluator’s task is to find out how difficult the translator’s task is.
A traditional way of assessing the quality of translation is to assign scores to output sentences. A common aspect to score for is Intelligibility, where the intelligibility of a translated sentence is affected by grammatical errors, mistranslations and untranslated words. Some studies also take style into account, even though it does not really affect the intelligibility of a sentence. Scoring scales reflect top marks for those sentences that look like perfect target language sentences and bottom marks for those that are so badly degraded as to prevent the average translator/evaluator from guessing what a reasonable sentence might be in the context. In between these two extremes, output sentences are assigned higher or lower scores depending on their degree of awfulness—for example, slightly fluffed word order (“... in an interview referred Major to the economic situation...” will probably get a better score than something where mistranslation of words has rendered a sentence almost uninterpretable (“...the peace contract should take off the peace agreement....). Thus scoring for intelligibility reflects directly the quality judgment of the user; the less she understands, the lower the intelligibility score. Therefore it might seem a useful measure of translation quality.
This is a four point scale which would be appropriate in evaluation the quality of a MT system
An Example of Intelligibility Scale

1) The sentence is perfectly clear and intelligible. It is grammatical and reads like ordinary text.

2) The sentence is generally clear and intelligible. Despite some inaccuracies or infelicities of the sentence, one can understand (almost) immediately what it means.

3) The general idea of the sentence is intelligible only after considerable study. The sentence contains grammatical errors and/or poor word choices.

4) The sentence is unintelligible. Studying the meaning of the sentence is hopeless; even allowing for context, one feels that guessing would be too unreliable.
By measuring intelligibility we get only a partial view of translation quality. A highly intelligible output sentence need not be a correct translation of the source sentence. It is important to check whether the meaning of the source language sentence is preserved in the translation. This property is called Accuracy or Fidelity. Scoring for accuracy is normally done in combination with (but after) scoring for intelligibility.
As with intelligibility, some sort of scoring scheme for accuracy must be devised. Whilst it might initially seem tempting to just have simple ‘Accurate’ and ‘Inaccurate’ labels, this could be somewhat unfair to an MT system which routinely produces translations which are only slightly deviant in meaning. Such a system would be deemed just as inaccurate as an automated ‘Monty Python’ phrasebook which turns the innocent request Please line my pockets with chamois into the target language statement My hovercraft is full of eels. Obviously enough, if the output sentence is complete gobbledegook (deserving of the lowest score for intelligibility) then it is impossible to assign a meaning, and so the question of whether the translation means the same as the original cannot really be answered. (Hence accuracy testing follows intelligibility rating).

The evaluation procedure is fairly similar to the one used for the scoring of intelligibility. However the scorers obviously have to be able to refer to the source language text (or a high quality translation of it in case they cannot speak the source language), so that they can compare the meaning of input and output sentences.

As it happens, in the sort of evaluation considered here, accuracy scores are much less interesting than intelligibility scores. This is because accuracy scores are often closely related to the intelligibility scores; high intelligibility normally means high accuracy. Most of the time most systems don’t exhibit surreal or Monty Python properties. For some purposes it might be worth dispensing with accuracy scoring altogether and simply counting cases where the output looks silly (leading one to suppose something has gone wrong).

It should be apparent from the above that devising and assigning quality scores for MT output—what is sometimes called ‘Static’ or ‘Declarative Evaluation’3 —is not straightforward.

Interpreting the resultant scores is also problematic. It is virtually impossible — even for the evaluator —to decide what a set of intelligibility and accuracy scores for a single MT system might mean in terms of cost-effectiveness as a ‘gisting’ device or as a factor in producing high quality translation.
Self-study work 6

Polysemanticism and the choice of the equivalent in machine translation

Read the following information and give your own examples of word, sentence ans structure ambiguity.
The best of all possible worlds for natural language processing (NLP), every word would have exactly one sense. While this is true for most NLP, it is an exaggeration as regards MT. It would be a better world, but not the best of all possible worlds, because we would still be faced with difficult translation problems. Some of these problems are to do with lexical differences between languages — differences in the ways in which languages seem to classify the world, what concepts they choose to express by single words, and which they choose not to lexicalize. We will look at some of these directly. Other problems arise because different languages use different structures for the same purpose, and the same structure for different purposes. In either case, the result is that we have to complicate the translation process.
However, there are cases which can’t be called lexical mismatches. They are rather called lexical holes when there is no equivalent in the target language. For example the words черешня and вишня in Ukrainian have only one translation into English – a cherry, there is no differentiating between these two phenomena.

There are cases of lexical holes where one language has to use a phrase to express what another language expresses in a single word. Examples of this include the ‘hole’ that exists in English with respect to Ukrainian and can’t be translated as word-to-word translation. For example, commuter (людина, яка користується громадським транспортом); thirsty (бути спраглим), siblings (брати та сестри) and so on. The problems raised by such lexical holes have a certain similarity to those raised by idioms: in both cases, one has phrases translating as single words.
Roughly speaking, idioms are expressions whose meaning cannot be completely understood from the meanings of the component parts. For example, whereas it is possible to work out the meaning of (7a) on the basis of knowledge of English grammar and the meaning of words, this would not be sufficient to work out that (7b) can mean something like ‘If Sam dies, her children will be rich’. This is because kick the bucket is an idiom.

(7) 
a. If Sam mends the bucket, her children will be rich.

b. If Sam kicks the bucket, her children will be rich.

The problem with idioms, in an MT context, is that it is not usually possible to translate them using the normal rules. There are exceptions, for example take the bull by the horns (meaning ‘face and tackle a difficulty without shirking’) can be translated literally into French as prendre le taureau par les cornes, which has the same meaning. But, for the most part, the use of normal rules in order to translate idioms will result in nonsense.

Instead, one has to treat idioms as single units in translation. Lexical holes and idioms are frequently instances of word- phrase translation. The difference is that with lexical holes, the problem typically arises when one translates from the language with the word into the language that uses the phrase, whereas with idioms, one usually gets the problem in translating from the language that has the idiom (i.e. the phrase) into the language which uses a single word. For example, there is no problem in translating I do not know the solution literally into French — the result is perfectly understandable. Similarly, there is no problem in translating mourir ‘literally’ into English (as die)— one is not forced to use the idiom kick the bucket.

In general, there are two approaches one can take to the treatment of idioms. The first is to try to represent them as single units in the monolingual dictionaries. What this means is that one will have lexical entries such as kick the bucket. One might try to construct special morphological rules to produce these representations before performing any syntactic analysis — this would amount to treating idioms as a special kind of word, which just happens to have spaces in it. As will become clear, this is not a workable solution in general. A more reasonable idea is not to regard lexical lookup as a single process that occurs just once, before any syntactic or semantic processing, but to allow analysis rules to replace pieces of structure by information which is held in the lexicon at different stages of processing, just as they are allowed to change structures in other ways. This would mean that kick the bucket and the non-idiomatic kick the table would be represented alike (apart from the difference between bucket and table) at one level of analysis, but that at a later, more abstract representation kick the bucket would be replaced with a single node, with the information at this node coming from the lexical entry kick the bucket. This information would probably be similar to the information one would find in the entry for die.

In any event, this approach will lead to translation rules saying something like the following, in a transformer or transfer system (in an interlingual system, idioms will correspond to collections of concepts, or single concepts in the same way as normal words).
The second approach to idioms is to treat them with special rules that change the idiomatic source structure into an appropriate target structure. This would mean that kick the bucket and kick the table would have similar representations all through analysis. Clearly, this approach is only applicable in transfer or transformer systems, and even here, it is not very different from the first approach—in the case where an idiom translates as a single word, it is simply a question of where one carries out the replacement of a structure by a single lexical item, and whether the item in question is an abstract source language word such as kick the bucket or a normal target language word
One problem with sentences which contain idioms is that they are typically ambiguous, in the sense that either a literal or idiomatic interpretation is generally possible (i.e. the phrase kick the bucket can really be about buckets and kicking). However, the possibility of having a variety of interpretations does not really distinguish them from other sorts of expression. Another problem is that they need special rules (such as those above, perhaps), in addition to the normal rules for ordinary words and constructions. However, in this they are no different from ordinary words, for which one also needs special rules. The real problem with idioms is that they are not generally fixed in their form, and that the variation of forms is not limited to variations in inflection (as it is with ordinary words). Thus, there is a serious problem in recognising idioms.
Self-study work 7

Ambiguity in machine translation
Ambiguity is a pervasive phenomenon in human languages. It is very hard to find words that are not at least two ways ambiguous, and sentences which are (out of context) several ways ambiguous are the rule, not the exception. This is not only problematic because some of the alternatives are unintended (i.e. represent wrong interpretations), but because ambiguities ‘multiply’. In the worst case, a sentence containing two words, each of which is two ways ambiguous may be four ways ambiguous, one with three such words may be eight ways ambiguous etc. One can, in this way, get very large numbers indeed.
Fortunately, however, things are not always so bad. We will look at the problem in more detail, and consider some partial solutions.

Imagine that we are trying to translate these two sentences into French:

(1) 
a. You must not use abrasive cleaners on the printer casing.
b. The use of abrasive cleaners on the printer casing is not recommended.

In the first sentence use is a verb, and in the second a noun, that is, we have a case of lexical ambiguity. An English-French dictionary will say that the verb can be translated by (inter alia) se servir de and employer, whereas the noun is translated as emploi or utilisation. One way a reader or an automatic parser can find out whether the noun or verb form of use is being employed in a sentence is by working out whether it is grammatically possible to have a noun or a verb in the place where it occurs. For example, in English, there is no grammatical sequence of words which consists of the +V+PP —so of the two possible parts of speech to which use can belong, only the noun is possible in the second sentence.

We can give translation engines such information about grammar, in the form of grammar rules. This is useful in that it allows them to filter out some wrong analyses. However, giving our system knowledge about syntax will not allow us to determine the meaning of all ambiguous words. This is because words can have several meanings even within the same part of speech. Take for example the word button.Like the word use, it can be either a verb or a noun. As a noun, it can mean both the familiar small round object used to fasten clothes, as well as a knob on a piece of apparatus. To get the machine to pick out the right interpretation we have to give it information about meaning.
In fact, arming a computer with knowledge about syntax, without at the same time telling it something about meaning can be a dangerous thing. This is because applying a grammar to a sentence can produce a number of different analyses, depending on how the rules have applied, and we may end up with a large number of alternative analyses for a single sentence. Now syntactic ambiguity may coincide with genuine meaning ambiguity, but very often it does not, and it is the cases where it does not that we want to eliminate by applying knowledge about meaning.

We can illustrate this with some examples. First, let us show how grammar rules, differently applied, can produce more than one syntactic analysis for a sentence. One way this can occur is where a word is assigned to more than one category in the grammar. For example, assume that the word cleaning is both an adjective and a verb in our grammar.

This will allow us to assign two different analyses to the following sentence.

(2) Cleaning fluids can be dangerous.

One of these analyses will have cleaning as a verb, and one will have it as an adjective.

In the former (less plausible) case the sense is ‘to clean a fluid may be dangerous’, i.e. it is about an activity being dangerous. In the latter case the sense is that fluids used for cleaning can be dangerous. Choosing between these alternative syntactic analyses requires knowledge about meaning.
It may be worth noting, in passing, that this ambiguity disappears when can is replaced by a verb which shows number agreement by having different forms for third person singular and plural. For example, the following are not ambiguous in this way: (3a) has only the sense that the action is dangerous, (3b) has only the sense that the fluids are dangerous.

(3) 
a. Cleaning fluids is dangerous.
b. Cleaning fluids are dangerous.

We have seen that syntactic analysis is useful in ruling out some wrong analyses, and this is another such case, since, by checking for agreement of subject and object, it is possible to find the correct interpretations. A system which ignored such syntactic facts would have to consider all these examples ambiguous, and would have to find some other way of working out which sense was intended, running the risk of making the wrong choice. For a system with proper syntactic analysis, this problem would arise only in the case of verbs like can which do not show number agreement.
Another source of syntactic ambiguity is where whole phrases, typically prepositional phrases, can attach to more than one position in a sentence. For example, in the following example, the prepositional phrase with a Postscript interface can attach either to the NP the word processor package, meaning “the word-processor which is fitted or supplied with a Postscript interface”, or to the verb connect, in which case the sense is that the Postscript interface is to be used to make the connection.

(4) Connect the printer to a word processor package with a Postscript interface.
Notice, however, that this example is not genuinely ambiguous at all, knowledge of what a Postscript interface is (in particular, the fact that it is a piece of software, not a piece of hardware that could be used for making a physical connection between a printer to an office computer) serves to disambiguate. Similar problems arise with (5), which could mean that the printer and the word processor both need Postscript interfaces, or that only the word processor needs them.

(5) You will require a printer and a word processor with Postscript interfaces.
This kind of real world knowledge is also an essential component in disambiguating the pronoun it in examples such as the following

(6) Put the paper in the printer. Then switch it on.

In order to work out that it is the printer that is to be switched on, rather than the paper, one needs to use the knowledge of the world that printers (and not paper) are the sort of thing one is likely to switch on.
Another example of ambiguity is translators’ false friends or interlingual homonyms. These are words which are very much alike in spelling and pronunciation (often of the same origin) but are different in meaning. For example, Ukrainian місто (town) is not the same as Russian место (place); English word genial (доброзичливий) is completely different from Ukrainian геніальний. 

The reason for this misunderstanding is that after the word has been borrowed from a certain language, it has changed its meaning or the words have not been borrowed but they arrived from one common root in some ancient language, but they have different meanings, sometimes the likeness is a pure coincidence.
The task: Search the Internet or your coursebooks and find the examples of ambiguity which affects understanding of a translation.
Self-study work 8

Problems of the translation of proper names.
The translation of proper has often been considered a simple automatic process of transference from one language into another, due to the view that proper names are nothing but the labels used to identify a person or a thing. In addition, some linguists argue that we do not find proper names in dictionaries, which also shows that they are not part of our knowledge of a language. In this view, then, proper names are to be treated as labels, which are attached to persons or objects and the only task of the translator is to carry them over or transfer them from the source language to the target language. Another argument is the view that proper names have no meaning, so they are left unchanged in translation.

However, this belief is mistaken: proper names may also carry “senses”, not all proper names are mere identifying labels – in fact, most of them turn out to carry meaning of one sort or another. This will entail, then, that the translation of proper names is not a trivial issue but, on the contrary, may involve a rather delicate decision-making process, requiring on the part of the translator careful consideration of the function of the proper name fulfills in the context of the source language text and culture and also of the function that it is to fulfill in the context of the target language text and culture. The translator needs to carefully consider the contextual implications of the meanings of the name before she can decide how best to render the name in the target language.

When we here the word flower, for example, it immediately conjures up in our minds certain sensual images: we think of an attractive, fresh, colorful and nice-smelling thing. When, on the other hand, we here a proper name like Stewart, very probably no such sensual images are awakened – we merely think of some person we know whose name is Stewart. Thus it would mean that proper names lack meaning in the sense that they do not have connotations, in contrast with common names, which do.

What happens, however, when you happen to hear about some person whose name is Flower? In this case you will perhaps think, even though you may not know that person , that such a nice name must belong to a nice woman. In this example the mentioning of the name has invited some expectation on your part as to the personality of the bearer of that name.

It can be said that proper names are not empty marks for reference, bit they may also carry some added meanings and although these meanings may be imprecise they are nonetheless an important and inalienable property of the proper name. this has to be kept in mind during translation because this will have a bearing on the decisions concerning the treatment of proper names.

A name can also be used attributively. Consider the following example “That boy is a real Pele”is used not to refer to any unique entity (the word famous footballer) but to attribyte certain flattering qualities to the refent of “that boy”, concerning his skills in football. This yse of proper names is normally signaled by the presence of either a definite or indefinite determiner.

So, a proper name can be used referentially and attributively, and in both cases some meaning has to be assigned to it.

These are the ways to translate a proper name from the SL into the TL.

1) Transference, that is leaving the name unchanged;

2) Substitution of a conventional TL name;

3) Transliteration;

4) Translation

5) Modification;

6) Leaving out the name or part of it;

7) Supplementing the name by an added element;

8) Generalising the meaning of the name.

Tranference is the process of transferring a SL word to a TL text as a translation procedure. This is when we decide to incorporate the SL proper name unchanged into the TL text.
Substitution takes place when when the source language name has a conventional correspondent in the TL, which replaces the SL item in the translation. This applies to a large number of geographical names. In such a case when there is a convetional correspondent available in the TL, this would seem to be the translator’s first and natural choice: the one that comes to mind almost subconsciously and translator is more or less obliged to use this conventional correspondent in the translation.

Substitution also subsumes cases where the graphological units of the SL name are replaced by TL graphologicla units based on conventionally established correspondences, where the TL form makes explicit the phonological value of the original expression. The inclusion of graphological substitution, traditionally called transliteration is justified by the conventional nature of tye correspondence between graphological units and by the fact that its application is motivated mainly by consideration of processing effort.
Translation, in turn, will mean rendering the meaning of a text into another language in the way that the author intended the text. This means rendering the SL name or part of it by a TL expression which gives rise to the same analytic implications in the target text as the original name did in the source text. This is the case, for example, with the epithets attached to the names of historical personages (Richard Lion Heart, but James Flower or Emma Brown).

Modification is the process of choosing for the SL name a TL substitute which is logically or conventionally unrelated to the original. This means replacing the original name with a TL name which involves a substantial alteration in thebtranslation of the form and of analytical implications that the bane effects. 

In general, the use of the first two operations (transference ans substitution) seems to be motivated mainly by considerations of processing effort, while the second two (translation and modification) seem to occur mainly for reasons of ensuring adequate contextual effects in the target text.
Obviously, which of the four operations the translator employs in a particular translation situation will depend primarily on what meaning the proper name has in tye given target language context (in other words. what contextual effects it gives rise to in this context) and which of these meanings she thinks important (and cost-effective) to retain in the TL text in consistency with the principle of optimal resemblance.

Self-study work 9
Problems of translation of grammar categories.

Read the information below and do the assighnment.
One of the main conditions of adequate translation is the ability to analyse grammatical structure of a foreign sentence, to single out grammatical difficulties of translation and construct the sentences according to language norms and language style. The biggest complex of grammar problems of translation is connected with the understanding and syntactic structure of the sentences.
For example, English and Ukrainian belong to different languge families (the first is Gemanic, the second is Slavonic) but they have different structure types: the first is mostly analitycal, where the meaning is rendered by means of free morhpemes, the other is phlective where grammatical meaning is rendered with the help of dependant morphemes. These differences trigger off grammar problems of translation.

Thus, Ukrainian language does not contain articles, gerund, tense forms of continuous or perfect, complex infinitive or participle constructions. So one can not give literal translation of those grammar phenomena which have no equivalents in the TL.
To avoid unadequate literal translation a translator should implement various grammatical transformations, which are used in the following situations^
· The difference in rendering meaning of SL into the TL. What is rendered in SL lexically may be rendered in TL lexically. For example, Past Perfect of the verb means precedence of an action in the past, while in Ukrainian we would use word or word-combinations (до того, раніше, перед цим)4
· The absence of certain grammar forms and constructions in the TL. These are, for example, articles, gerunds, formal subjects in Ukrainian and gender forms of nouns and pronouns or declination of numerals;

Grammatical transformation is a modification of words, word combinations or sentences during the translation process. There are five main types of grammatical transformation: permutation, substitution, complementation, omission and complex transformation. For example, the noun is in post-position in English while it is in pre-position in Ukrainian (theory construction is rendered побудова теорії).
Permutation comes along with another grammatical transformation – substitution. For example, plural is used instead of singular, noun is used insread of the infinitive, object is rendered as subject and so on.

(1) Much work has been done on the problem. – з цієї проблеми написано багато праць.
This year has seen many great discoveries. – у цьому році відбулося багато нових відкриттів.
Besides, substitution can involve words and word combinations, simple and complex sentences.

(2) Einstein confessed to the admiration for ancient geometry. Ейнштейн зізнався, що він захоплювався давньою геометрією.
Complementation is a kind of grammatical transformation the effect of which is that there are more words in the TL than in the SL.

(3) There are many different applications of this material. – Цей матеріал застосовується у багатьох різних галузях.
The mutual effect introduces a complex change. – Перехресний вплив призводить до появи комплексних змін.
Omission is a kind of grammatical transformation when one of the elements is omitted, is lost in translation.

(4) This is a very difficult problem to tackle. – Це дуже складна проблема.
Assignment Identify the sentences which can be translated with the help of grammatical transformation. Determine the kind of transformation.

1. These four tasks are related. 2. The discovery I am speaking of came about in a dramatic way. 3. There seems to have occurred an important event in the field. 4. They are well-known rules but I need to remind you of them only briefly. 5. Thank you for having informed me of the danger she was in. 6. One needs a theory of science like that of L.Laudan, for whom the goal of science is not solely the solving of empirical problems, but also of conceptual ones. 7. Given the assumption, these conditions give the wrong results.

Lesson 3

Computer-assisted translation

Computer-assisted translation, computer-aided translation, or CAT is a form of translation wherein a human translator translates texts using computer software designed to support and facilitate the translation process.
Computer-assisted translation is sometimes called machine-assisted, or machine-aided, translation.

Computer-assisted translation and machine translation
Some advanced computer-assisted translation solutions include controlled machine translation (MT). Integration of MT into computer-assisted translation has been implemented in various ways by various parties. Although this type of technology is neither widely known nor available to individual translators, carefully-customized user dictionaries based on correct terminology significantly improve the accuracy of MT, and as a result, they improve the efficiency of translation process.

Overview
Computer-assisted translation is a broad and imprecise term covering a range of tools, from the fairly simple to the more complicated. These can include:

· Spell checkers, either built into word processing software, or add-on programs; grammar checkers, again either built into word processing software, or add-on programs;
· terminology managers, allowing the translator to manage his own terminology bank in an electronic form. This can range from a simple table created in the translator's word processing software or spreadsheet, a database created in a program such as FileMaker Pro or, for more robust (and more expensive) solutions, specialized software packages such as LogiTerm, MultiTerm, Termex, etc.;
· Dictionaries on CD-ROM, either unilingual or bilingual;
· Terminology databases, either on CD-ROM or accessible through the Internet, (such as The Open Terminology Forum, TERMIUM or Grand dictionnaire terminologique from the Office québécois de la langue française) 

· Full-text search tools (or indexers), which allow the user to query already translated texts or reference documents of various kinds. In the translation industry one finds such indexers as Naturel, ISYS Search Software and dtSearch. 

· Concordancers, which are programs that retrieve instances of a word or an expression and their respective context in a monolingual, bilingual or multiligual corpus, such as a bitext or a translation memory.
· Bitexts, a fairly recent development, the result of merging a source text and its translation, which can then be analyzed using a full-text search tool or a concordancer.
· Project management software that allows linguists to structure complex translation projects, assign the various tasks to different people, and track the progress of each of these tasks.
· Translation memory managers (TMM), tools consisting of a database of text segments in a source language and their translations in one or more target languages.
· Systems that are nearly automatic as in machine translation, but allow user decisions for ambiguous cases. These are sometimes called human-aided machine translation. 

Translation memory software
Translation memory (TM) programs store previously translated source texts and their equivalent target texts in a database and retrieve related segments during the translation of new texts. Such programs split the source text into manageable units known as “segments”. A source-text sentence or sentence-like unit (headings, titles or elements in a list) may be considered a segment, or texts may be segmented into larger units such as paragraphs or small ones, such as clauses.
As the translator works through a document, the software displays each source segment in turn and provides a previous translation for re-use, if the program finds a matching source segment in its database. If it does not, the program allows the translator to enter a translation for the new segment.
After the translation for a segment is completed, the program stores the new translation and moves onto the next segment. In the dominant paradigm, the translation memory, in principle, is a simple database of fields containing the source language segment, the translation of the segment, and other information such as segment creation date, last access, translator name, and so on. Another translation memory approach does not involve the creation of a database, relying on aligned reference documents instead (e.g. Star Transit).

Some translation memory programs function as standalone environments, while others function as an add-on or macro to commercially available word-processing or other business software programs. Add-on programs allow source documents from other formats, such as desktop publishing files, spreadsheets, or HTML code, to be handled using the TM program.

Language Search Engine Software
New to the translation industry, Language Search Engine software is typically an Internet based system that works similarly to Internet search engines. Rather than searching the Internet, however, a language search engine searches a large repository of Translation Memories to find previously translated sentence fragments, phrases, whole sentences, even complete paragraphs that match source document segments. It leverages more from translation memories than traditional translation memory software.

Language search engines are designed to leverage modern search technology to conduct searches based on the source words in context to ensure that the search results match the meaning of the source segments. Like traditional TM tools, the value of a language search engine rests heavily on the Translation Memory repository it searches against.

Terminology management software
Terminology management software provides the translator a means of automatically searching a given terminology database for terms appearing in a document, either by automatically displaying terms in the translation memory software interface window or through the use of hot keys to view the entry in the terminology database.
Some programs have other hotkey combinations allowing the translator to add new terminology pairs to the terminology database on the fly during translation. Some of the more advanced systems enable translators to check, either interactively or in batch mode, if the correct source/target term combination has been used within and across the translation memory segments in a given project.

Alignment software
Alignment programs take completed translations, divide both source and target texts into segments, and attempt to determine which segments belong together in order to build a translation memory database with the content. Many alignment programs allow translators to manually realign mismatched segments. The resulting translation memory file can then be imported into a translation memory program for future translations.

Lesson 4
Practical training session on how to use machine translation systems

1) Choose three extracts from the texts of different lanfuage styles (journalistic, scientific, busieness or literary).
2) Make translation with the help of any available on-line machine translation. Keep this translation.

3) Analyse problems or linguistic errors of the translation.
4) Make post-editing of the extracts.
5) Draw well-grounded conclusions.
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